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UNDERSTANDING INTERMOLECULAR FORCES: DFT–SAPT STUDIES ON

GRAPHITE-LIKE ACENES INTERACTING WITH WATER

Glen R. Jenness, PhD

University of Pittsburgh, 2011

The interaction of water with graphene has been a quintessential example of hydrophobic in-

teractions for many years. However, no reliable experimental or theoretical value exists for the

water–graphene interaction energy. In the current document, the water–graphene interaction en-

ergy is explored using high-levelab initio methods. In addition, the water–graphene interaction

energy is decomposed into its physical components in order to give further physical insight into

the water–graphene interaction.

Water is found in a variety of environments, ranging from small clusters to the bulk. Because

of this, the development of accurate models capable of describing water in a wide range of envi-

ronments has been an active area of research. In the second part of this document, the nature of the

water–water interaction is explored and a new polarizable water model is presented.
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1.0 INTRODUCTION

The focus of this document is to give a better physical insight into the intermolecular interac-

tions for two important systems: a single water molecule interacting with a graphene surface, and

the interaction between water molecules in a variety of environments.

In Chapter2, the cluster model of Feller and Jordan1 is used along side the density functional

theory (DFT) based symmetry-adapted perturbation theory (SAPT) method of Heßelmannet al2–4

for studying the interaction energy of a single water molecule with a graphene surface. The cluster

model for graphene takes small sub-units of graphene (i.e. acenes) interacting with a single water

molecule, and by analyzing how the interaction energy and its physical components evolve with

the size of the acene, the extrapolation to the graphene limit is possible. For this study, the acenes

benzene (C6H6), anthracene (C14H10), coronene (C24H12), pentacene (C22H14), and dodecaben-

zocoronene (C54H18, also referred to as DBC or circumcoronene) were chosen. In addition to the

DFT–SAPT analysis, a comparison is carried out between the extrapolated DFT–SAPT interaction

energy and the interaction energy from several popular force fields used in water–graphene and

water–carbon nanotube (CNT) simulations in order to assesstheir accuracy for the water–graphene

system.

Chapter3 extends on the previous chapter by employing a more realistic geometry for the

water–acene system, in addition to employing a basis set on the acenes that is more appropriate

for capturing the long-range dispersion interactions commonly found in graphene. In this chapter,

benzene, coronene, and DBC are again considered, in addition to hexabenzo[bc,ef,hi,kl,no,qr]coro-

nene, or HBC (C48H18). Several methods for including long-range correlation (i.e. van der Waals

or dispersion) interactions into density functional theory (DFT) are also investigated, using the

1



DFT–SAPT results as a benchmark.

Chapter4 focuses on a single water molecule interacting with a seriesof “linear” acenes —

benzene (C6H6), anthracene (C14H10), pentacene (C22H14), heptacene (C30H18), and nonacene

(C38H22). As in Chapter3, several methods for including dispersion within the DFT framework

are assessed, using the DFT–SAPT results as a benchmark. In addition, several wavefunction

based methods, along with several variants of the random phase approximation (RPA)5–7 are also

explored.

In Appendix B, the Hartree–Fock based SAPT [SAPT(HF)] method is used in conjunction

with two energy decomposition analysis’ — LMO–EDA8 and ALMO–EDA9 — are used to ex-

amine how well various density functionals recover the various interaction energy terms, including

both charge-transfer and dispersion, in the four low-lyingminima of the(H2O)6 clusters.

Appendix C presents a reparameterization of the distributed point polarizable (DPP) water

model of DeFuscoet al.,10 utilizing the Hartree–Fock based SAPT [SAPT(HF)] method with fully

correlated intramolecular terms,11–13 and three-body CCSD(T) interaction energies. The new water

model is used to calculate the many-body interaction energies, geometries, and radial distribution

functions, which are then compared to high-level results from both theory and experiment.

Finally, Appendix E explores both the SAPT(HF) and DFT–SAPT methods, and presents the

basic equations and physical meanings behind them.
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2.0 DF–DFT–SAPT INVESTIGATION OF THE INTERACTION OF A WATER

MOLECULE TO CORONENE AND DODECABENZOCORONENE: IMPLICATIO NS

FOR THE WATER–GRAPHITE INTERACTION

This work was published as: Glen R. Jenness and Kenneth D. JordanThe Journal of Physical

Chemistry C, 113, (2009), 10242 – 10248

2.1 ABSTRACT

In the present study we revisit the problem of the interaction of a water molecule with a sin-

gle graphite sheet. The density fitting–density functionaltheory–symmetry-adapted perturbation

theory (DF–DFT–SAPT; J. Chem. Phys.2005, 122, 014103) method is used to calculate the indi-

vidual contributions arising from the interaction of a water molecule with various acenes, including

benzene, coronene, and dodecabenzocoronene. These results are combined with calculations of the

electrostatic interactions with water and a C216H36 acene to extrapolate to the limit of an infinite

graphite sheet, giving a interaction energy of−2.2 kcal mol−1 for the water-graphite system, with

the assumed geometrical structure with one hydrogen atom pointed down toward the ring system.

The structure with two hydrogens pointed down is predicted to be more stable, with a net interac-

tion energy of−2.7 kcal mol−1.
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2.2 INTRODUCTION

The interaction of water with graphite and with carbon nanotube (CNT) surfaces has been a

topic of considerable interest. Much of the recent interestin this area has been motivated by the

findings that water can fill carbon nanotubes14 and that water confined in small diameter nanotubes

can have properties very different from those of bulk water.15–24 Although there have been several

experimental studies of water inside carbon nanotubes and on graphite,14,19–23,25–28 most of the

work in this area is theoretical.1,15–18,24,27,29–48 Specifically, numerous Monte Carlo and molec-

ular dynamics simulations of water on graphitic surfaces orin carbon nanotubes have appeared.

Nearly all of these simulations have employed relatively simple force fields, in general, neglecting

induction and using the same parameters for water–nanotubeinteractions potential as employed

in the water–graphite simulations, in spite of the fact thatgraphitic systems are highly polarizable

with the polarizability per atom depending on the curvatureand on whether the system is metallic

or semiconducting.49

A major limitation for developing accurate force fields for water interacting with graphite or

CNT surfaces is the uncertainty in the values of the interaction energies of a single water molecule

interacting with a graphite sheet or with the interior or exterior surfaces of CNTs. For the water

monomer-graphite system various force fields give interaction energies ranging from−1.5 to−5.8

kcal mol−1.35 In principal, this is a problem that can be addressed using electronic structure meth-

ods. Due to its computational efficiency, density functional theory (DFT) would seem to be an

ideal method for addressing this problem. Indeed, several DFT studies of water on a single layer

of graphite and inside carbon nanotubes have appeared.46–48 However, DFT calculations using

standard functionals are expected to underestimate the magnitude of the interaction between water

and graphite due to their neglect of long-range dispersion interactions,50–55 which are important

for water–graphite and water–CNT systems. Although there are several strategies for correcting

DFT for dispersion,50–52,56–62 the reliability of these approaches for the interaction of molecules

with graphite or CNTs has not been established.

Probably the most ambitious attempt to use electronic structure methods to estimate the water–
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graphite interaction energy is that of Feller and Jordan1 who carried out second-order Möller–

Plesset perturbation theory (MP2) calculations on the water–benzene, water–coronene, and water–

dodecabenzocoronene (DBC or circumcoronene) sequence of cluster models, together with a se-

ries of increasingly flexible basis sets in an attempt to estimate the interaction energy for water–

graphene at the MP2 level in the complete basis set (CBS) limit (coronene and DBC are depicted

in Figure2.1). However, the counterpoise corrections for basis set superposition error (BSSE)63

were comparable to the net interaction energy, and it is now clear that truncation of the basis sets

used for the larger clusters introduced a sizable error in the extrapolated interaction energy.30–32

Moreover, the MP2 method can overestimate the magnitude of interaction energies as evidenced

by the benzene dimer,64–69 and its suitability for describing a water molecule interacting with large

acenes has not been established.

Recently, Sudiarta and Geldart used this cluster model approach, considering both hydrogen-

and fluorine-terminated structures, in an attempt to understand edge effects on the interaction en-

ergy.70 However, these authors used a small basis set (6–31G(d=0.25)), which does not adequately

describe polarization and dispersion interactions71 and has a large BSSE.30,70 Thus, their final es-

timate (−2.32 kcal mol−1) of the interaction energy of a water molecule with a graphite sheet has

a sizable uncertainty.

Wehling et al.47 and Leenaertset al.48 used DFT with periodic boundary conditions and a

plane-wave basis set to calculate the interaction energy ofwater–graphite. Their calculations gave

interaction energies between−0.83 and−0.92 kcal mol−1, which are appreciably smaller in mag-

nitude than most current estimates of this quantity.30 Here the problem is the above-mentioned

neglect of long-range dispersion interactions in the DFT functional employed.

In the present study, we revisit the problem of the interaction energy between a water molecule

and a single-sheet model of graphite (graphene). Earlier studies have shown that the interaction

energy between water and graphite is reasonably well described in employing a single sheet of

graphite,1,30–32,40 and in this paper all references to graphite actually refer to the single sheet. To

make the problem tractable, we use the cluster models employed by Feller and Jordan but employ

the density functional theory–symmetry-adapted perturbation theory (DFT–SAPT)2–4,72 method
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rather than supermolecular MP2 calculations. The DFT–SAPTapproach has several advantages

over the supermolecular approach. First, DFT–SAPT calculations generally give more accurate

interaction energies than supermolecule MP2 calculations,2–4 including challenging cases such as

the benzene dimer.69 Second, SAPT calculations are free of BSSE. Third, the SAPT procedure

provides a decomposition of the net interaction energy intoelectrostatic, exchange (repulsion), in-

duction (polarization), and dispersion contributions11,12 that can be exploited in developing model

potentials.

2.3 THEORETICAL METHODOLOGY

The calculations were carried out using the DFT–SAPT program2–4,72 with density fitting

(hereafter referred to as DF–DFT–SAPT) as implemented in the MOLPRO2006.173 package. The

calculations on water–benzene and on water–coronene were carried out using a modified version

of the aug-cc-pVTZ74 basis set, with the exponents of the most diffuse functions of each angular

momentum type multiplied by 2.3 to minimize problems associated with near-linear dependency.

Test calculations on water–benzene using the standard aug-cc-pVTZ basis set show that this scal-

ing of the exponents has only a very small effect on the net interaction energy. For water–coronene

and water–DBC, the modified aug-cc-pVTZ basis set, hereafter referred to as basis set A, contains

1472 and 2990 contracted Gaussian functions, respectively. Even with density fitting, DFT–SAPT

calculations on water–DBC would be computationally prohibitive using basis set A. For this rea-

son we also considered a smaller basis set, B, which employs the modified aug-cc-pVTZ basis set

on water and 5s4p2d and 4s2p basis sets on the ring carbon and hydrogen atoms, respectively. The

carbon 5s4p2d basis set was formed by combining thesandp functions from the modified aug-cc-

pVTZ basis set and thed functions from the aug-cc-pVDZ74 basis set. The 4s2p hydrogen basis set

was similarly formed by combining thes functions from the modified aug-cc-pVTZ basis set and

thep functions from the aug-cc-pVDZ basis set. DF–DFT–SAPT calculations on water–coronene

using basis set B give a interaction energy only 0.07 kcal mol−1 smaller in magnitude than that

6



(a) Anthracene (b) Pentacene

(c) Coronene (d) DBC

Figure 2.1: Acenes used in the current study.
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Figure 2.2: Geometry used in the current study, illustratedin the case of water–benzene.

obtained with the larger basis set A. We then proceeded to carry out DF–DFT–SAPT calculations

on water–DBC using basis set B, which employs 1782 contracted basis functions. We anticipate

that the error introduced in the water–DBC interaction energy due the adoption of the smaller basis

set is on the order of 0.1 kcal mol−1.

The use of a DFT description of the monomers avoids the costlyintramonomer correlation

corrections of traditional Hartree–Fock based SAPT.75 In the present study, the hybrid PBE076

functional as recommended by Heßelmannet al.2–4 and by Misquittaet al.77–79 is employed.

The asymptotic behavior of the PBE0 functional is correctedby adding in a fraction of the LB94

functional80 using the GRAC connection scheme of Grüninget al.81 (hereafter called PBE0AC4).

For this approach, the first vertical ionization potentialsare needed for each monomer.81 Experi-

mental ionization potentials of 9.24, 7.44, 6.63, and 7.29 eV were used for benzene, anthracene,

pentacene, and coronene, respectively.82 For DBC we used an ionization potential of 6.2 eV, which

is close to the experimental value of 6.3 eV.83

Since DFT with functionals such as PBE0 does not accurately represent energy differences

between filled and unoccupied orbitals, a sum-over-states approach would not give reliable dis-
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persion energies.3,72,75,77–79,84–86 To avoid this problem, frequency-dependent density suscepti-

bilities (FDDSs) from time-dependent DFT are used in the Casimir–Polder formula4,72,78,84–86 to

calculate the dispersion and exchange-dispersion contributions.

To make the calculations on the larger systems tractable, density fitting87 was employed.

Weigends cc-pVQZ JK-fitting basis set88 was used for both first-order and induction contribu-

tions, and the aug-cc-pVTZ MP2-fitting basis set of Weigend and co-workers89 was used for the

dispersion and exchange-dispersion contributions. Following the recommendation of Reference

72, a modified version of PBE0AC (called LPBE0AC), which uses the localized Hartree–Fock

(LHF) density functional of Sala and Görling90 in the exchange part of the PBE0AC functional,

was used in the density fitting calculations.

For the acenes the experimental CC bond lengths (1.420Å) and CCC angles (120◦) appropriate

for graphite were employed.91 The CH bond lengths and the CCH angles were chosen to be 1.09Å

and 120◦, respectively. The water monomer was taken to be rigid, withOH bond lengths (0.9572

Å) and HOH bond angle (104.52◦) equal to the experimental values for the gas-phase monomer.92

For each dimer, the water monomer was located above the central aromatic ring with the distance

and orientation determined from the MP2 optimization of water–triphenylene in Reference1. Fig-

ure2.2specifies the key geometrical parameters. In Section2.6, we consider the consequences of

relaxing the geometry from that optimized for water–triphenylene.

2.4 ANALYSIS OF ACENE–WATER INTERACTIONS

Table2.1reports the individual contributions and net interaction energies for the water–

benzene, water–coronene, and water–DBC complexes as well as for the water–anthracene and

water–pentacene complexes. Values are reported for the electrostatic, exchange, induction,

exchange-induction, dispersion, exchange-dispersion, and δ (HF) contributions. Theδ (HF) cor-

rections are determined by calculating the E(10)
elst , E(10)

exch, E(20)
ind , and E(20)

ex−ind SAPT contributions at

the Hartree–Fock level and subtracting their sum from the net Hartree–Fock interaction energy11,12
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Table 2.1: Interaction energies (kcal mol−1) for water–acene complexes from DF–DFT–SAPT

calculations.

Term Benzene Anthracene Pentacene Coronene DBCa

Electrostatics −3.74 −2.63 −2.49 −1.96 −1.68

Exchange–repulsion 5.72 5.26 5.22 5.07 5.13

Induction −2.41 −2.42 −2.43 −2.40 −2.47

Exchange–induction 1.59 1.55 1.55 1.53 1.58

δ (HF) −0.59 −0.57 −0.57 −0.46 −0.47

Net induction −1.40 −1.44 −1.46 −1.32 −1.35

Dispersion −4.40 −4.73 −4.80 −4.97 (−5.22)

Exchange–dispersion 0.69 0.66 0.65 0.64 (0.64)

Net dispersion −3.72 −4.07 −4.15 −4.33 (−4.57)

Total interaction energy −3.14 −2.88 −2.88 −2.54 (−2.48)

a The SAPT calculations of the dispersion and exchange-dispersion energies of water–DBC did not converge, and the

values reported in parentheses were estimated by combiningthe results for coronene with those for anthracene and

pentacene, allowing for the differences in the number of carbon atoms.
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Figure 2.3: Labels for the carbon atoms used in Tables2.2and3.4.

(the numbers in parentheses indicate the orders of the contributions). In addition, we report net in-

duction and net dispersion contributions, defined as

Eind = E(2)
ind+E(2)

ex−ind+δ (HF) (2.1)

Edisp= E(2)
disp+E(2)

ex−disp (2.2)

In Equation2.1it is assumed that theδ (HF) term is dominated by third and higher-order induction

and exchange-induction contributions.

For water–benzene the DF–DFT–SAPT calculations give an interaction energy of−3.14

kcal mol−1, which is close to the values of the interaction energy obtained from large basis set

CCSD(T)95 calculations (−3.37 kcal mol−1)96 and from quantum Monte Carlo calculations

(−3.4± 0.2 kcal mol−1).97 In fact, most of the discrepancy in the DF–DFT–SAPT value of the

interaction energy from the CCSD(T) and DMC values is due to the use of geometrical parameters
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Table 2.2: Multipole momentsa (a.u.) for the various carbon and hydrogen atoms in benzene,coronene, and DBCb.

Atom Typec
q |µ| Q20 |Q22c+Q22s|

C6H6 C24H12 C54H18 C6H6 C24H12 C54H18 C6H6 C24H12 C54H18 C6H6 C24H12 C54H18

C1 −0.09 −0.01 0.00 0.11 0.01 0.00 −1.14 −1.28 −1.28 0.09 0.00 0.00

C2 −0.04 0.00 0.11 0.01 −1.22 −1.28 0.09 0.01

C3 −0.07 −0.01 0.16 0.01 −1.17 −1.28 0.02 0.01

C4 −0.04 0.12 −1.22 0.10

C5 −0.07 0.16 −1.16 0.02

C5a −0.06 0.16 −1.18 0.12

H 0.09 0.10 0.11 0.14 0.14 0.15 −0.13 −0.13 −0.13 0.11 0.08 0.06
a The spherical tensor representation of the quadrupole is employed. For conversion into Cartesian representation:ΘXX =− 1

2Q20+
1
2

√
3Q22c;

ΘYY =− 1
2Q20− 1

2

√
3Q22c; ΘXY = 1

2

√
3Q22s; ΘZZ = Q20.93 The z-axis is perpendicular to the plane of the molecule.

b Benzene, C6H6; Coronene, C24H12; DBC, C54H18

c The various carbon atoms are defined in Figure2.4. DBC has two types of H atoms, with very similar moments, so only the average values are reported

in the table.
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Table 2.3: Interaction energies (kcal mol−1) between the acenea multipoles and the three point charges of the water monomer as

described by the Dang–Chang model.94

Atom Typec
charge-charge charge-dipole charge-Q20 charge-(|Q22c+Q22s|) Total

C6H6 C24H12 C54H18 C6H6 C24H12 C54H18 C6H6 C24H12 C54H18 C6H6 C24H12 C54H18 C6H6 C24H12 C54H18

C1 −4.70 −0.55 −0.13 1.38 0.18 0.03 −2.78 −3.09 −3.12 0.10 −0.01 0.00 −6.00 −3.47 −3.22

C2 −1.18 −0.11 0.84 0.05 0.45 0.48 −0.10 −0.01 0.01 0.41

C3 −2.30 −0.28 1.43 0.11 0.91 1.00 0.01 −0.01 0.05 0.82

C4 −0.72 0.46 0.49 −0.04 0.19

C5 −0.73 0.38 0.25 0.00 −0.10

C5a −0.39 0.24 0.17 −0.02 0.00

H 2.76 1.91 1.17 1.27 0.70 0.33 0.16 0.06 0.03 0.13 0.04 0.01 4.32 2.71 1.52

Total −1.95 −2.12 −1.18 2.64 3.16 1.59 −2.62 −1.67 −0.70 0.23 −0.06 −0.09 −1.68 −0.70 −0.38
a Benzene, C6H6; Coronene, C24H12; DBC, C54H18

1
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optimized for water–triphenylene. Indeed DF–DFT–SAPT calculations on water–benzene using

the geometry of the complex optimized at the MP2/aug-cc-pVTZ level98 with rigid monomers

(also optimized at the MP2/aug-cc-pVTZ level) give an interaction energy of−3.40 kcal mol−1, in

excellent agreement with the best current estimates of thisquantity (−3.44±0.09 kcal mol−1).98,99

From Table2.1 it is seen that the electrostatic contribution to the interaction energy drops off

in magnitude by 1.78 kcal mol−1 in going from water–benzene to water–coronene and by a much

smaller amount (0.28 kcal mol−1) in going from water–coronene to water–DBC. One might antic-

ipate that the large attractive electrostatic interactionenergy for water–benzene is the result of the

carbon atoms of benzene carrying an appreciable negative charge. To examine this issue, we have

carried out a distributed multipole analysis (DMA)100–103 of benzene, coronene, and DBC using

the MP2/cc-pVDZ charge densities fromGaussian03104 and Stone‘sGDMA2 program.103 For ben-

zene nearly the same atomic multipoles are obtained using the cc-pVDZ and cc-pVQZ basis sets,

leading us to expect that the former basis set is adequate forcalculating the distributed multipole

moments of the larger acenes as well. The resulting atomic charges, dipoles, and quadrupole mo-

ments are summarized in Table2.2. The GDMA analysis gives charges (in atomic units) on the

C atoms in benzene of−0.093, with the corresponding charges on the central six carbon atoms

of coronene and DBC being only−0.010 and−0.002, respectively. Although these results ap-

pear to confirm the conjecture that the negative charges on the C atoms of benzene are responsible

for the large attractive electrostatic contribution between water and benzene, the situation is more

complicated than this as the atomic dipoles and quadrupolesare also sizable. The dipole moments

associated with the carbon atoms of benzene are 0.11 a.u. in magnitude, with the dipole moments

on the inner carbon atoms rapidly decreasing along the sequence benzene to coronene to DBC.

The values of the Q20 (ΘZZ) component of the quadrupole moments on the C atoms are nearly

the same on all carbon atoms and are relatively independent of the ring size. The Q22c and Q22s

components93 of the atomic quadrupole moments are much smaller than the Q20 components, and,

as expected, vanish on the inner carbon atoms with increasing ring size.

The electrostatic interactions between the water moleculeand the benzene, coronene, and

DBC molecules were decomposed into contributions from the various atomic moments on differ-
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ent groups of acene atoms. In calculating these contributions, the charge distribution on the water

monomer was modeled using the Dang–Chang model.94 In the case of water–coronene the electro-

static contributions were also calculated using distributed multipole analysis through quadrupoles

on the water monomer. The resulting contributions to the electrostatic energy agree to within a

few percent of those obtained using Dang–Chang charges alone on the water monomer, thereby

justifying the use of this model in analyzing the electrostatic contributions due to the interaction

of water with the various multipole moments on the atoms of the acenes. We also examined the

contributions of higher-order atomic multipoles (octopoles and hexadecapoles) on coronene and

found that together they contribute only about 0.02 kcal mol−1 to the net interaction energy with

the water monomer.

From Table2.3it is seen that the electrostatic interactions of the water molecule with the atomic

dipoles and quadrupoles of benzene are larger in magnitude than the interactions with the atomic

charges. However, the electrostatic interactions of the water monomer with the atomic dipoles

and quadrupoles of benzene are of opposite sign and largely cancel. Although the net electrostatic

interactions of the water molecules with the atomic chargesand dipoles associated with the car-

bon atoms of the central ring drop off rapidly along the benzene, coronene, DBC sequence, even

for DBC the electrostatic interactions between the water monomer and the charges and dipoles

on the noncentral C and H atoms of the acene are sizable. Most noteworthy, the net electrostatic

interaction of the water molecule with the atomic quadrupole (Q20) moments of the acenes are

−2.62, −1.67, and−0.70 kcal mol−1 for benzene, coronene, and DBC, respectively, while the

corresponding values allowing for the interactions with all three moments charges, dipoles, and

quadrupoles on the acene atoms are−1.68,−0.70, and−0.38 kcal mol−1, respectively, indicating

that one needs to employ still larger acenes to converge the net electrostatic interaction energy to

the graphite limit. The fall off of the net electrostatic interaction between the water monomer and

the atomic quadrupoles of the acene with the increasing sizeof the ring system is a consequence

of the interaction being repulsive beyond the central six carbon atoms. It is reassuring, however,

that the magnitudes of the atomic charges and dipole momentson the inner carbon atoms decrease

rapidly with increasing size of the acene, as this indicatesthat the charge distributions around these
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central atoms are close to those in graphite, which justifiesthe use of the cluster model calculations

with the SAPT procedure for designing a water–graphite potential.

Comparison of the results in Tables2.1 and2.3 reveals that the DFT–SAPT calculations give

an electrostatic interaction between water and benzene that is 2.06 kcal mol−1 more attractive

than obtained from the interactions between the atomic multipoles of the two molecules. For

water–coronene and water–DBC, the DFT–SAPT calculations give an electrostatic interaction

about 1.3 kcal mol−1 more attractive than that obtained from the interactions ofthe distributed

moments. The differences between the two sets of electrostatic energies is due primarily to charge-

penetration,93,105 which is present in the DFT–SAPT calculations but is absent in the values cal-

culated using the multipole moments. The greater importance of charge-penetration for water–

benzene than for water–coronene or water–DBC is consistentwith there being greater electron

density in the vicinity of the carbon atoms of benzene than inthe vicinity of the central carbon

atoms of coronene or DBC.

The exchange contribution to the water–acene interaction energy drops off by 0.61 kcal mol−1

in going from benzene to coronene but is nearly the same for DBC as for coronene. The larger

value of the exchange for the interaction of the water monomer with benzene than with the larger

acenes is again consistent with the carbon atoms of benzene carrying excess negative charge. The

net induction interaction is approximately the same for allsystems considered, while the dispersion

interaction grows slowly in magnitude with the increasing size of the ring system (e.g.being 0.61

kcal mol−1 greater in magnitude for water–coronene than for water–benzene). It is not immedi-

ately clear why the dispersion and induction contributionsbehave differently with increasing ring

size.
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Table 2.4: Water–graphite interaction energies (kcal mol−1) for various modelsa.

Interaction energy

Reference Model Electrostatics Exchange Induction Dispersion Total

17 Hummeret al. 1.39 −3.14 −1.76

37 Gordillo–Martı́ 2.87 −4.24 −1.37

40 Werderet al. 0.93 −2.46 −1.54

32 Pertsin–Grunze 0.00 1.16 −3.10 −1.94

30 Karapetian–Jordan 0.00 1.42 −0.85 −2.99 −2.42

33 Zhao–Johnson −0.36 1.02 −0.46 −2.26 −2.05

106 Dang–Feller 0.00 6.45 −0.45 −6.44 −0.44

107 AMOEBA −0.01 3.75 −0.82 −4.55 −1.63

This study SAPT extrapolated−1.30 5.13 −1.35 −4.68 −2.20

a These calculations were performed with the acene geometries employed in the current study (all CC bonds set to

1.420Å and water placement described in Section2.3). As such, the resulting interaction energies are expectedto be

slightly different from those published.

b Using the 1SΘ model of Reference32, which employs a single Lennard–Jones site on water together with a term

accounting for the interaction of the water atomic charges from the TIP4P water model108 with the Whitehouse–

Buckingham109 value of the quadrupole moments on the C atoms.

c The Dang–Feller and AMOEBA models were actually developed for water–benzene. In applying these models to

water–graphite, we replaced the moments on the C atoms in theoriginal models with the atomic quadrupole moment

as obtained from the GDMA analysis of DBC (Q20 =−1.28 a.u.).
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2.5 INTERACTION OF WATER MOLECULE WITH A SINGLE SHEET OF

GRAPHITE

From Table2.1 it is seen that for the assumed geometry the net interaction energy for both

water–coronene and water–DBC is about−2.5 kcal mol−1. The exchange, induction, and charge-

penetration contributions to the interaction energy for the water–graphite system should be essen-

tially identical to the corresponding contributions for water–DBC (Table2.1). On the other hand,

we expect the electrostatic interaction to be less attractive and the dispersion contribution to more

attractive than for water–DBC. To estimate the former quantity for water–graphite, we combine

the charge-penetration contribution for water–DBC with the electrostatic interaction between wa-

ter, modeled by the Dang–Chang point charges,94 and the quadrupole moments on the C atoms

of C216H36, which has two more shells of benzene rings than does DBC. Forthe acene only the

Q20 components were used, with the numerical value being chosento be that of the inner carbon

atoms of DBC (−1.28 a.u.) as determined from the GDMA analysis. The electrostatic interac-

tion energy of the Dang–Chang water monomer with this array of quadrupole moments is only

−0.005 kcal mol−1. Thus, for our assumed geometry, as one approaches the graphite limit, the

net interaction between the atomic multipoles on water withthe atomic quadrupole moments on

the C atoms tends to zero, leaving only the charge-penetration contribution to electrostatics. Since

charge-penetration falls off exponentially with distance93,105 it should contribute nearly the same

amount (−1.30 kcal mol−1) for water–graphite as for water–DBC. Although charge-penetration

has not been accounted for explicitly in existing water–graphite model potentials, in some cases it

has been included implicitly through a weakening of the repulsion term in the potential.

Similarly, we have fit DFT–SAPT dispersion energies betweenwater–coronene for a range

of distances between the water and coronene molecules. Application of the resulting potential

to water–C216H36 gives a dispersion energy of−4.68 kcal mol−1 (again assuming that the water

is positioned relative to the ring as determined for water–triphenylene), compared to the−4.33

kcal mol−1 DFT–SAPT value for water–coronene, and our−4.57 kcal mol−1 estimate for water–

DBC. Combining the various contributions gives a net interaction energy of−2.20 kcal mol−1 for
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water–graphite at our standard geometry.

Our results for water–graphite are summarized in Table2.4 along with the results from six

water–graphite potentials, as well as from modified Dang–Feller106 and AMOEBA107 models. For

the later two models, the CC bond lengths were adjusted to match the values used in the SAPT cal-

culations, and the multipoles on the C atoms in the original models were replaced with the−1.28

a.u. value of Q20 obtained from the GDMA analysis of DBC. The energies for the Karapetian–

Jordan,30 Dang–Feller, and AMOEBA models were calculated using theTinker molecular mod-

eling package;110 the energies for the other models were obtained using our owncodes.

The models of Hummeret al.,17 Gordillo–Martı́,37 and Werderet al.40 all employ Lennard–

Jones potentials between the water molecule and the carbon atoms of graphite and do not ac-

count explicitly for either electrostatics or induction. The Pertsin–Grunze model32 employs a

Lennard–Jones potential together with electrostatic interactions between three point charges on

the water and quadrupole moments on the C atoms, with the value of the moment being taken from

Whitehouse and Buckingham.109 The Karapetian–Jordan,30 Zhao–Johnson,33 Dang–Feller,106 and

AMOEBA107 models all include electrostatics and induction interactions as well as terms to ac-

count for dispersion and short-ranged repulsion. With the exception of the Zhao–Johnson model,

all of the models reported in Table2.4are atomistic. The Zhao–Johnson33 model was obtained by

integrating the atomic interactions over the x and y (in-plane) directions.

Only the Zhao–Johnson and Karapetian–Jordan models gives net interaction energies within

10% of the value obtained by extrapolating the DFT–SAPT results to the infinite graphite sheet.

We note also that the Gordillo–Martı́ and AMOEBA models givedispersion energies close to that

deduced from the SAPT calculations, and only the AMOEBA model gives an electrostatic plus

exchange contribution close to the value derived in the present study. Interestingly the value of

the induction contribution to the water–graphite interaction deduced from the SAPT calculations is

appreciably larger in magnitude than those obtained from any of the model potentials. We believe

that this is due to charge-transfer interactions which are included in the SAPT calculations but are

absent in any of the model potentials. An EDA analysis9 of water–benzene reveals that electron

transfer from water→benzene contributes about−0.6 kcal mol−1 (calculated at the HF/aug-cc-
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pVDZ level withQChem3.2111) to the interaction energy of this system.

2.6 CONCLUSION

DFT–SAPT calculations have been used to analyze the interaction between a water molecule

with benzene, anthracene, pentacene, coronene, and dodecabenzocoronene. These results have

been combined with calculations of the electrostatic interaction between water and a C216H36

acene, employing atomic quadrupoles from a GDMA analysis ofDBC to estimate that the interac-

tion energy of a water molecule to a single graphite sheet, obtaining a value of−2.20 kcal mol−1.

This value is appreciably larger in magnitude than the values of the interaction energies obtained

from the force fields commonly applied to study water on graphite surfaces.

The largest single source of error in our approach for estimating the water–graphite interaction

energy is the use of the MP2 geometry of water–triphenylene for positioning the water monomer

relative to the larger acenes. To estimate the magnitude of the error due to this restriction, we car-

ried out two potential energy surface scans for water–coronene using the SAPT procedure, varying

the distance from the ring system. In one scan we retained theorientation of the water found in

the water–triphenylene system. In the other we considered astructure with water positioned above

the center of the central ring, with both H atoms pointed down. The first scan revealed that the

energy decreases by 0.15 kcal mol−1 for the one H atom down structure, when the water is moved

about 0.1Å further from the ring system than in the case of water–triphenylene. The second scan

revealed that the water–coronene complex with both H atoms pointed toward the ring is about 0.35

kcal mol−1 more stable than the one H atom down structure. This is largely a consequence of the

more favorable electrostatic interaction between water and coronene for the structure with both

H atoms down. Indeed, calculations of the electrostatics between atomic multipole moments of

water and C216H36, with the water positioned above the center of the central ring (ROX 3.36Å,

from Reference112) with both H atoms down, give an electrostatic energy of−0.29 kcal mol−1 as

compared to the−0.005 kcal mol−1 contribution for the complex with the structure shown in Fig-

20



ure2.2. On the basis of these results, we estimate that the interaction energy of a water molecule

with a single graphite sheet is about−2.7 kcal mol−1 for the minimum energy structure.

It is also noteworthy that our GDMA analysis of acenes as large as DBC gives a value of the

carbon quadrupole moment nearly twice as large in magnitudeas that reported by Whitehouse

and Buckingham.109 This leads us to question whether the quadrupole moment deduced by these

authors is indeed correct for the case of a single graphite sheet. However, the electrostatic and

induction contributions due to the interaction of the watermolecule with the carbon quadrupole

moments are quite small at the minimum energy structure, andour estimate of the water–graphite

interaction energy would be reduced in magnitude by only about 0.1 kcal mol−1, were we to as-

sume that the Whitehouse–Buckingham value of the quadrupole moment of graphite is correct.

While we were preparing this paper, we learned of unpublished work of Bludský and co-

workers112 who used their DFT/CC62 approach to estimate the interaction energy between water

and a single graphite sheet. These authors obtain a interaction energy of−2.8 kcal mol−1 for a

structure with the water positioned above the ring with bothH atoms down, in excellent agreement

with our estimate of this value.
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3.0 BENCHMARK CALCULATIONS OF WATER-ACENE INTERACTION

ENERGIES: EXTRAPOLATION TO THE WATER-GRAPHENE LIMIT AND

ASSESSMENT OF DISPERSION-CORRECTED DFT METHODS

This work was published as∗: Glen R. Jenness, Ozan Karalti, and Kenneth D. JordanPhysical

Chemistry Chemical Physics, 12, (2010), 6375–6381†

3.1 ABSTRACT

In a previous study (J. Phys. Chem. C, 2009,113, 10242–10248) we used density functional

theory based symmetry-adapted perturbation theory (DFT–SAPT) calculations of water interacting

with benzene(C6H6), coronene(C24H12), and circumcoronene(C54H18) to estimate the interac-

tion energy between a water molecule and a graphene sheet. The present study extends this earlier

work by use of a more realistic geometry with the water molecule oriented perpendicular to the

acene with both hydrogen atoms pointing down. We also include results for an intermediate C48H18

acene. Extrapolation of the water–acene results gives a value of−3.0±0.15 kcal mol−1 for the

binding of a water molecule to graphene. Several popular dispersion-corrected DFT methods are

applied to the water–acene systems and the resulting interacting energies are compared to results

of the DFT–SAPT calculations in order to assess their performance.

∗Reproduced by permission of the PCCP Owner Societies
†G. R. J. contributed the majority of the numerical data. O. K.contributed the DCACP interaction energies. G. R.

J. and K. D. J. contributed to the discussion. O. K. gave useful suggestions on the manuscript.
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3.2 INTRODUCTION

The physisorption of atoms and molecules on surfaces is of fundamental importance in a wide

range of processes. In recent years, there has been considerable interest in the interaction of water

with carbon nanotube and graphitic surfaces, in part motivated by the discovery that water can

fill carbon nanotubes.14 Computer simulations of these systems requires the availability of accu-

rate force fields and this, in turn, has generated considerable interest in the characterization of the

water–graphene potential using electronic structure methods.1,47,48,112,113

Density functional theory (DFT) has evolved into the methodof choice for much theoretical

work on the adsorption of molecules on surfaces. However, due to the failure of the local den-

sity approximation (LDA) and generalized gradient approximations (GGA) to account for long-

range correlation (hereafter referred to as dispersion or van der Waals) interactions, density func-

tional methods are expected to considerably underestimatethe interaction energies for molecules

on graphitic surfaces. In recent years, several strategieshave been introduced for “correcting” DFT

for dispersion interactions. These range from adding a pair-wise Cij
6R−6

ij interactions,114–117 to fit-

ting parameters in functionals so that they better describelong-range dispersion,118–121 to account-

ing explicitly for long-range non-locality,e.g., with the vdW–DF functional.122 Although these

approaches have been quite successful for describing dispersion interactions between molecules,

it remains to be seen whether they can accurately describe the interactions of water and other

molecules with carbon nanotubes or with graphene, given thetendency of DFT methods to over-

estimate charge-transfer interactions123 and to overestimate polarization in extended conjugated

systems.124 Thus, even if dispersion interactions were properly accounted for, it is not clear how

well DFT methods would perform at describing the interaction of polar molecules with extended

acenes and graphene.

Second-order Möller–Plesset perturbation theory (MP2) does recover long-range two-body

dispersion interactions and has been used in calculating the interaction energies of water with

acenes as large as C96H24.1 However, MP2 calculations can appreciably overestimate two-body

dispersion energies.125,126 This realization has led to the development of spin-scaled MP2 (SCS–
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MP2),127,128 empirically-corrected MP2,129 and “coupled” MP2 (MP2C)130 methods for better

describing van der Waals interactions. However, it is not clear that even these variants of the MP2

method would give quantitatively accurate interaction energies for water or other molecules ad-

sorbed on large acenes since the HOMO–LUMO energy gap decreases with the size of the acene.

In addition to these issues, the MP2 method is inadequate forsystems with large three-body dis-

persion contributions to the interaction energies.131

Given the issues and challenges described above, we have employed the DFT-based symmetry-

adapted perturbation theory (DFT–SAPT) method of Heßelmann et al.72 to calculate the inter-

action energies between a water molecule and benzene, coronene, hexabenzo[bc,ef,hi,kl,no,qr]-

coronene (referred to as hexabenzocoronene or HBC), and circumcoronene (also referred to as

dodecabenzocoronene or DBC). As will be discussed below, the DFT–SAPT approach has major

advantages over both traditional DFT and MP2 methods. The DFT–SAPT method also provides

a dissection of the net interaction energies into electrostatic, exchange-repulsion, induction, and

dispersion contributions, which is valuable for the development of classical force fields and facil-

itates the extrapolation of the results for the clusters to the water–graphene limit. In the current

paper, we extend our earlier study113 of water–acene systems to include more realistic geometrical

structures. The DFT–SAPT results are also used to assess various methods for including dispersion

effects in DFT calculations.
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(a) Coronene (b) Hexabenzocoronene (HBC) (c) Dodecabenzocoronene (DBC)

Figure 3.1: Acenes used in the current study.

Figure 3.2: Geometry used in the current study, illustratedin the case of water–benzene.
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3.3 THEORETICAL METHODS

The coronene, HBC, and DBC acenes used in this study are depicted in Figure3.1. For each

of the acenes, including benzene, all CC bond lengths and CCCangles (1.420̊A and 120◦, re-

spectively) were taken to match the experimental values forgraphite.91 The dangling bonds were

capped with hydrogen atoms with CH bond lengths and CCH angles of 1.09Å and 120◦, respec-

tively. This facilitates extrapolation of the interactionenergies to the limit of a water molecule

interacting with graphene. The geometry of the water monomer was constrained to the experimen-

tal gas phase geometry (OH bond length of 0.9572Å and HOH angle of 104.52◦).92 The water

molecule was placed above the middle of the central ring, with both hydrogens pointing towards

the acene. Note that this is a different water orientation than used for most of the calculations

reported in Reference113‡. The orientation and distance of the water molecule relative to the ring

system were obtained from a series of single-point DFT–SAPTcalculations on water–coronene.

These calculations give a minimum energy structure with thewater dipole oriented perpendicular

to the acene ring system, and an oxygen-ring distance of 3.36Å, which is close to that obtained in

prior theoretical studies of water–coronene.70,112,135–137 However, the potential energy surface is

quite flat (our calculations give an energy difference of only 0.02 kcal mol−1 between ROX = 3.26

Å and 3.36Å), and thus small geometry differences are relatively unimportant.

The DFT–SAPT method, and the closely related SAPT(DFT) method of Szalewicz and co-

workers,79 evaluate the electrostatic and exchange-repulsion contributions using integrals involv-

ing the Coulomb operator and the Kohn–Sham orbitals, and arethus free of the problems inherent

in evaluating the exchange-repulsion contributions usingcommon density functionals. The in-

duction and dispersion contributions are calculated usingresponse functions from time-dependent

DFT. In the present study, the calculations made use of the LPBE0AC functional,72 which replaces

the 25% exact Hartree–Fock exchange of the PBE0 functional76 with the localized Hartree–Fock

exchange functional of Sala and Görling90 and includes an asymptotic correction. In general,

DFT–SAPT calculations give interaction energies close to those obtained from CCSD(T) calcula-

‡Chapter2

26



Table 3.1: Methods and programs used in the current study.

Method Scheme Program

DFT–SAPT72 Uses linear response functions from TD-DFT to calculateMOLPRO73

dispersion energiesvia the Casimir–Polder integral

DFT+D114,115 Adds empirical Cij6R−6
ij corrections to DFT energies GAMESS132

DCACP118–120 Uses pseudopotential terms to recover dispersion CPMD133

C6/Hirshfeld116 Adds to DFT energies Cij6R−6
ij corrections determined usingFHI-AIMS134

Hirshfeld partitioning

tions.138,139 For more details, we refer the reader to Reference139.

The DFT–SAPT calculations were carried out with a modified aug-cc-pVTZ basis set in which

the exponents of the diffuse functions were scaled by 2.0 to minimize convergence problems due

to near linear dependency in the basis set. In addition, for the carbon atoms thef functions were

removed and the threed functions were replaced with the twod functions from the aug-cc-pVDZ

basis set. Similarly, for the acene hydrogen atoms thed functions were removed and the three

p functions were replaced with the twop functions from the aug-cc-pVDZ basis set. The full

aug-cc-pVTZ basis set with the diffuse functions scaled by the same amount as the acene carbon

and hydrogen atoms was employed for the water molecule. For water–benzene, the DFT–SAPT

calculations with the modified basis set give an interactionenergy only 0.05 kcal mol−1 smaller in

magnitude than that obtained with the full, unscaled, aug-cc-pVTZ basis set. Density fitting (DF)

using Weigend’s cc-pVQZ JK-fitting basis set88 was employed for the first order and the induction

and exchange-induction contributions. For the dispersionand exchange-dispersion contributions,

Weigend and co-worker’s aug-cc-pVTZ MP2-fitting basis set89 was used. The DF–DFT–SAPT
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calculations were carried out with theMOLPRO ab initio package.73

We also examined several approaches for correcting densityfunctional calculations for dis-

persion, including the dispersion-corrected atom-centered potential (DCACP) method of Roethlis-

berger,118–120 the DFT+dispersion (DFT+D) method of Grimme,114,115 and the C6/Hirshfeld parti-

tioning scheme of Tkatchenko and Scheffler.116 The DCACP procedure uses modified Göedecker

pseudopotentials140 to incorporate dispersion effects. These calculations were carried out using

the CPMD program,133 utilizing a planewave basis set and periodic boundary conditions. These

calculations employed a planewave cutoff of 4082 eV and box sizes of 42×42×28 a.u. for water–

benzene and water–coronene, and 46×46×28 a.u. for water–HBC and water–DBC to minimize

interactions between unit cells.

The DFT+D method adds damped empirical Cij
6R−6

ij atom-atom corrections114,115 to the “un-

corrected” DFT energies. The DFT+D calculations were performed with the same Gaussian-type-

orbital basis sets as used in the DFT–SAPT calculations and were carried out using theGAMESS

ab initio package132 (using the implementation of Peverati and Baldridge141). The dispersion cor-

rections were added to the interaction energies calculatedusing the PBE,142 BLYP,143,144 and

B97–D115 GGA functionals. The B97-D functional is Grimme’s reparameterization of Becke’s

B97 functional145 for use with dispersion corrections.

The calculations involving the C6/Hirshfeld method of Tkatchenko and Scheffler116 were per-

formed with theFHI-AIMS package.134 The C6/Hirshfeld method, like the DFT+D method, in-

corporates dispersionvia atom-atom Cij6R−6
ij terms. However, unlike the DFT+D method, the

C6/Hirshfeld scheme calculates the Cij
6 coefficients using frequency-dependent polarizabilitiesfor

the free atoms, scaling these values by ratios of the effective and free volumes, with the former

being obtained from Hirshfeld partitioning146 of the DFT charge density. This procedure results

in dispersion corrections that are sensitive to the chemical bonding environments. The tier 4 nu-

merical atom-centered basis sets147 native toFHI-AIMS were employed. These basis sets provide

a 6s5p4d3f 2g description of the carbon and oxygen atoms, and a 5s3p2d1f description of the

hydrogen atoms. A summary of the theoretical methods employed is given in Table3.1.
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3.4 RESULTS

3.4.1 DFT–SAPT calculations

The DFT–SAPT results for the water–acene systems are summarized in Table3.2. The net

interaction energies along the water–benzene, water–coronene, water–HBC, and water–DBC se-

quence obtained using the DFT–SAPT procedure are−3.16, −3.05, −3.01, −2.93 kcal mol−1,

respectively. The interaction energies and ROX values from recent studies of water–coronene sum-

marized in Table3.3. These earlier studies give interaction energies of water–coronene ranging

from −2.56 to−3.54 kcal mol−1.

From Table3.2, it is seen that the electrostatic interaction energy decreases in magnitude, the

dispersion energies increase in magnitude, and the induction energies are relatively constant along

the benzene–coronene–HBC–DBC sequence. The exchange-repulsion interaction energy is 3.24

kcal mol−1 for water–benzene but only about 2.8 kcal mol−1 for the interaction of water with the

larger acenes. This reflects the fact that the charge distribution in the vicinity of the carbon atoms

is appreciably different for benzene than for the central carbon atoms in the larger acenes. Perhaps

the most surprising result of the SAPT calculations is the near constancy of the induction contri-

butions with increasing size of the acene ring system. This is not the case for models employing

point inducible dipoles on the carbon atoms, and we expect that it is a consequence of charge-flow

polarization,148,149 which is not recovered in such an approach.

In classical simulations of water interacting with graphitic surfaces the dominant electrostatic

contributions are generally described by interactions of the water dipoles (or atomic point charges)

with atomic quadrupoles on the carbon atoms, as the quadrupole is the leading moment in an atom-

centered distributed multipole representation of graphene. However for finite acenes there are also

atomic charges and dipoles associated with the carbon atomsas well as with the edge H atoms.

In addition, the electrostatic interaction energies obtained from the SAPT calculations include the

effect of charge-penetration, which is a consequence of overlap of the charge densities of the water

and acene molecules. It is useful, therefore, to decompose the net electrostatic interaction energies

into contributions from charge-penetration and from interactions between the atom-centered mul-
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Table 3.2: Contributions to the DF–DFT–SAPT water–acene interaction energies (kcal mol−1).

Term Benzene Coronene HBC DBC

Electrostatics −2.85 −1.73 −1.54 −1.39

Exchange-repulsion 3.24 2.79 2.85 2.85

Induction −1.28 −1.29 −1.36 −1.37

Exchange-induction 0.82 0.80 0.83 0.84

δ (HF) −0.26 −0.20 −0.23 −0.23

Net induction −0.71 −0.69 −0.75 −0.75

Dispersion −3.28 −3.83 −4.00 (−4.07)a

Exchange-dispersion 0.44 0.42 0.43 (0.43)

Net dispersion −2.84 −3.42 −3.57 (−3.64)a

Total interaction energy −3.16 −3.05 −3.01 (−2.93)b

a Estimated using Edisp(water–DBC)=Edisp(water–HBC) +∑Cij
6R−6

ij , where the Cij6R−6
ij terms account for the dis-

persion interactions of the water molecule with the twelve additional C atoms of DBC. The C6 coefficients were

determined by fitting the DFT–SAPT water–coronene results.

b Total energy calculated using the estimated dispersion energy, described in footnotea.
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Table 3.3: Interaction energies (kcal mol−1) and ROX values (̊A) for water–coronene from various

theoretical studies.

ROX Eint Approach

Rubešet al.112 3.27 −3.54 DFT/CC//aug-cc-pVQZ

Sudiarta and Geldart70 3.39 −2.81 MP2//6-31G(d=0.25)

Huff and Pulay137 3.40 −2.85 MP2//6-311++G**a

Reyeset al.135 3.33 −2.56 LMP2//aug-cc-pVTZ(-f )

Cabaleiro–Lagoet al.136 3.35 −3.15 SCS–MP2//cc-pVTZ

Current study 3.36 −3.05 DFT–SAPT//modified aug-cc-pVTZ(-f )b

a Diffuse functions were used on every other carbon atom.

b Modified as described in the text.

tipole moments.

For each of the acenes studied we used Stone’s Gaussian distributed multipole analysis

(GDMA) program103 to calculate atomic charges, dipoles and quadrupoles on theacene atoms.

Moments higher than the quadrupole make a negligible contribution to the interaction energies and

thus were neglected from the multipole analysis. Table3.4 summarizes the GDMA moments for

the acenes obtained from MP2/cc-pVDZ charge densities (theMP2 calculations were carried out

usingGaussian03104). As expected, the values of the charges and dipoles on the inner carbons

decrease in magnitude as the size of the acene increases. Forcoronene the atomic charges and

dipoles are near zero for the central six C atoms, whereas forDBC the atomic charges and dipoles

are near zero for the inner three rings of carbon atoms. In order to estimate the interaction energies

in the absence of charge-penetration, the three point charges from the Dang–Chang model94 of the

water monomer were allowed to interact with the multipole moments on the atoms of the acenes

(the use of higher multipoles on the hydrogen and oxygen atoms of the water molecule does not
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Table 3.4: Multipole momentsa (in atomic units) for the carbon and hydrogen atoms in benzene, coronene, HBC and DBCb.

Atom Type
q |µ| Q20 |Q22c+Q22s|

C6H6 C24H12 C42H18 C54H18 C6H6 C24H12 C42H18 C54H18 C6H6 C24H12 C42H18 C54H18 C6H6 C24H12 C42H18 C54H18

C1 −0.09 −0.01 −0.01 0.00 0.11 0.01 0.00 0.00 −1.14 −1.28 −1.29 −1.28 0.09 0.00 0.00 0.00

C2 −0.04 −0.01 0.00 0.11 0.02 0.01 −1.22 −1.28 −1.28 0.09 0.01 0.01

C3 −0.07 −0.03 −0.01 0.16 0.08 0.01 −1.17 −1.25 −1.28 0.02 0.08 0.01

C4 −0.08 −0.04 0.16 0.12 −1.18 −1.22 0.04 0.10

C5 −0.07 −0.07 0.13 0.16 −1.13 −1.16 0.08 0.02

C5a −0.06 0.16 −1.18 0.12

Hac 0.10 0.14 −0.15 0.09

Hbd 0.09 0.10 0.09 0.11 0.14 0.14 0.14 0.15 −0.13 −0.13 −0.13 −0.13 0.11 0.08 0.10 0.06
a Spherical tensor notation is employed here. To convert intoa Cartesian representation:ΘXX =− 1

2Q20+
1
2

√
3Q22c; ΘYY =− 1

2Q20− 1
2

√
3Q22c;

ΘXY =− 1
2

√
3Q22s; ΘZZ = Q20;

b Benzene: C6H6; Coronene: C24H12; HBC: C42H18; DBC: C54H18;

c Ha hydrogen atoms are connected to C4 carbon atoms.

d Hb hydrogen atoms are connected to C1 carbons in benzene, to C3 carbons in coronene, and to C5 carbons in HBC and DBC.
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Table 3.5: Electrostatic interaction energies (kcal mol−1) between atomic charges on water and the

atomic multipoles of the acenes.

Term Benzene Coronene HBC DBC Graphenea

Charge-Charge −1.36 −2.18 −1.89 −1.57 0.00

Charge-Dipole 1.86 3.20 2.53 2.01 0.00

Charge-Quadrupole−2.30 −2.13 −1.55 −1.22 −0.65b

Total multipole −1.80 −1.11 −0.91 −0.77 −0.65

Charge-penetration −1.05 −0.62 −0.62 −0.62 −0.62c

DFT–SAPT −2.85 −1.73 −1.54 −1.39 (−1.27)d

a Modeled by C216H36 as described in the text.

b Calculated by using atomic quadrupoles of Q20 =−1.28 a.u. on each carbon atom.

c The charge-penetration in the electrostatic interaction between water–graphene is assumed to be the same as between

water and DBC.

d Taken to be the sum of the charge-penetration (from water–DBC) and charge-quadrupole interactions for the water–

C216H36 model.
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Table 3.6: Net interaction energies (kcal mol−1) for water–acene systems.

Method Benzene Coronene HBC DBC MAEa

DF–DFT–SAPT −3.17 −3.05 −3.00 (−2.94)b

B97-D −3.24 −3.62 −3.70 −3.61 0.50

PBE+D −3.69 −3.61 −3.61 −3.49 0.56

BLYP+D −3.12 −3.37 −3.48 −3.39 0.32

DCACP-BLYP −3.08 −3.24 −3.08 −3.10 0.13

C6/Hirshfeld-BLYP −2.50 −3.04 −3.11 −3.06 0.22

C6/Hirshfeld-PBE −3.77 −4.09 −4.16 −4.07 0.98

a Mean absolute error (MAE) relative to DFT–SAPT results.

b Calculated using the estimated dispersion term from Table3.2.

significantly impact the electrostatic interactions between water and the acenes). The results for the

various water–acene systems for ROX = 3.36Å are summarized in Table3.5§. The charge-charge,

charge-dipole and charge-quadrupole interactions are large in magnitude (≥1.2 kcal mol−1) for all

acenes considered, with the charge-charge and charge-quadrupole contributions being attractive

and the charge-dipole contributions being repulsive. Interestingly, the charge-dipole and charge-

quadrupole contributions roughly cancel for water–HBC andwater–DBC. The charge-quadrupole

contribution decreases in magnitude with increasing size of the acene. This is a consequence of the

fact that the short-range electrostatic interactions withthe carbon quadrupole moments are attrac-

tive while long-range interactions with the carbon quadrupoles are repulsive. The differences of

the SAPT and GDMA electrostatic energies provide estimatesof the charge-penetration contribu-

tions which are found to be−0.62 kcal mol−1 for water–coronene, water–HBC, and water–DBC

§Due to a small conversion error, the actual electrostatic interactions for water-DBC in Table3.5 differ from
those published in Reference150. These values should be replaced with the following (in kcalmol−1): charge-
charge=−1.44; charge-dipole=1.97; charge-quadrupole=−1.24; Total multipole=−0.71
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for ROX = 3.36Å.

3.4.2 Dispersion-corrected DFT calculations

The interaction energies of the water–acene complexes (at ROX = 3.36 Å) obtained using the

various dispersion-corrected DFT methods are reported in Table3.6. Of the dispersion-corrected

DFT methods investigated, the DCACP method is the most successful at reproducing the DFT–

SAPT values of the interaction energies at ROX = 3.36 Å. For water–coronene, water–HBC, and

water–DBC the interaction energies obtained with the C6/Hirshfeld method combined with the

BLYP functional are also in good agreement with the DFT–SAPTvalues, although this approach

underestimates the magnitude of the interaction energy forwater–benzene by about 0.7 kcal mol−1.

Interestingly, with the exception of the PBE+D approach, all the dispersion-corrected DFT meth-

ods predict a larger in magnitude interaction energy for water–coronene than for water–benzene,

opposite from the results of the DFT–SAPT calculations. This could be due to the overestimation

of charge-transfer in the DFT methods, with the overestimation being greater for water–coronene.

Figure3.4.2reports the potential energy curves for the water–coroneneand water–HBC systems

calculated with the various dispersion-corrected DFT methods. From Figures3(a) and3(b) it is

seen that the DFT+D methods and C6/Hirshfeld methods both tend to overbind the complexes.

The DFT+D methods with all three functionals considered andthe C6/Hirshfeld calculations using

the BLYP functional locate the potential energy minimum at much smaller ROX values than found

in the DFT–SAPT calculations. It is also seen that the potential energy curves calculated using

the DCACP procedure differ significantly from the DFT–SAPT potential for ROX ≥ 4.2 Å. This is

on account of the fact that the dispersion corrections in theDCACP method fall off much more

abruptly than R−6 at large R. It appears that part of the success of the DCACP method is actually

due to the pseudopotential terms improving the descriptionof the exchange-repulsion contribution

to the interaction energies.
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(a) (b)

(c) (d)

Figure 3.3: Potential energy curves for approach of a water molecule to (a,b) coronene and (c,d)

HBC. The water molecule is oriented with both of the H atoms pointed towards the acene, with the

water dipole moment perpendicular to the plane of the ring systems.
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3.4.3 Extrapolation to the DFT–SAPT results to water–graphene

The exchange-repulsion, induction, exchange-dispersion, and charge-penetration contributions

between water and an acene are already well converged, with respect to the size of the acene,

by water–DBC. The contributions that have not converged by water–DBC are the non-charge-

penetration portion of the electrostatics and the dispersion (although the latter is nearly converged).

The non-charge-penetration contribution to the electrostatic energy for water–graphene was esti-

mated by calculating the electrostatic energy of water–C216H36 using only atomic quadrupoles on

the carbon atoms of the acene. The carbon quadrupole momentswere taken to be Q20 =−1.28

a.u., the value calculated for the innermost six carbon atoms of DBC. We note that this value is

about twice as large in magnitude as that generally assumed for graphene.109 This gives an esti-

mate of−0.65 kcal mol−1 for the non-charge-penetration contribution to the electrostatic energy

between a water monomer and graphene.

Finally we estimate, using atomistic Cij
6R−6

ij correction terms, that the dispersion energy is

about 0.05 kcal mol−1 larger in magnitude in water–graphene then for water–DBC. Adding the

various contributions we obtain a net interaction energy of−2.85 kcal mol−1 for water–graphene

assuming our standard geometry with ROX = 3.36 Å. Rubešet al., extrapolating results obtained

using their DFT/CC method, predicted an interaction energyof −3.17 kcal mol−1 for water–

graphene. Interestingly, while Rubešet al. conclude the ROX is essentially the same for water–

coronene, water–DBC, and water–graphene, our DFT–SAPT calculations indicate that ROX in-

creases by about 0.15̊A in going from water–coronene to water–HBC, with an energy lowering of

about 0.05 kcal mol−1 accompanying this increase of ROX for water–HBC. We further estimate,

based on calculations on water–benzene, that due to the basis set truncation errors, the DFT–SAPT

energies could be underestimated by as much as 0.1 kcal mol−1. Thus, we estimate that the “true”

interaction energy for water–graphene at the optimal geometry is −3.0±0.15 kcal mol−1, consis-

tent with the result of Rubešet al.112
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3.5 CONCLUSIONS

In this study, we have used the DFT–SAPT procedure to providebenchmark results for the

interaction of a water molecule with a sequence of acenes up to C54H18 in size. All results

are for structures with the water molecule positioned abovethe central ring, with both hydro-

gen atoms down, and with the water–acene separation obtained from geometry optimization of

water–coronene. The magnitude of the interaction energy isfound to fall off gradually along the

benzene–coronene–HBC–DBC sequence. This is on account of the fact that the electrostatic con-

tribution falls off more slowly with increasing ring size than the dispersion energy grows. We

combine the DFT–SAPT results with long-range electrostatic contributions calculated using dis-

tributed multipoles and long-range dispersion interactions calculated using Cij6R−6
ij terms to obtain

an estimate of the water–graphene interaction energy. Thisgives a net interaction energy of−2.85

kcal mol−1 for water–graphene assuming our standard geometry. We estimate that in the limit of

an infinite basis set and with geometry reoptimization, a value of−3.0±0.15 kcal mol−1 would

result for the binding of a water molecule to a graphene sheet.

We also examined several procedures for correcting DFT calculations for dispersion. Of the

methods examined, the BLYP/DCACP approach gives interaction energies that are in the best

agreement with the results from the DFT–SAPT calculations.In an earlier work, it was shown

that the BLYP functional overestimates exchange-repulsion contributions,123 leading us to con-

clude that the pseudopotential terms added in the DCACP procedure must also be correcting the

exchange-repulsion contributions.

Although the focus of this work has been on the interaction ofa water molecule with a series

of acenes, the strategy employed is applicable for characterizing the interaction potentials of other

species with acenes and for extrapolating to the graphene limit. Although there is a large number

of theoretical papers addressing the interactions of various molecules with benzene, relatively lit-

tle work using accurate electronic structure methods has been carried out on molecules other than

water interacting with larger acenes.
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4.0 EVALUATION OF THEORETICAL APPROACHES FOR DESCRIBING TH E

INTERACTION OF WATER WITH LINEAR ACENES

This work was published as: Glen R. Jenness Ozan Karalti, Wissam A. Al-Saidi and Kenneth

D. JordanThe Journal of Physical Chemistry A, ASAP, (2011), ASAP∗

4.1 ABSTRACT

The interaction of a water monomer with a series of linear acenes (benzene, anthracene,

pentacene, heptacene, and nonacene) is investigated usinga wide range of electronic structure

methods, including several “dispersion”-corrected density functional theory (DFT) methods, sev-

eral variants of the random-phase approximation (RPA), DFTbased symmetry-adapted perturba-

tion theory with density fitting (DF–DFT–SAPT), with MP2, and coupled-cluster methods. The

DF–DFT–SAPT calculations are used to monitor the evolutionof the electrostatics, exchange-

repulsion, induction and dispersion contributions to the interaction energies with increasing acene

size, and also provide the benchmark data against which the other methods are assessed.

∗G. R. J. contributed the wavefunction, DF–DFT–SAPT, DFT+D2, DFT+D3, and DFT/CC numerical data. O.
K contributed the vdW–TS, DCACP, and RPA numerical data. W. A. S. contributed the vdW–DF1 and vdW–DF2
numerical data. G. R. J., O. K., and K. D. J. contributed to thediscussion. W. A. S. also gave useful suggestions to the
manuscript.
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4.2 INTRODUCTION

Graphene and graphite are prototypical hydrophobic systems.151 Interest in water interact-

ing with graphitic systems has also been motivated by the discovery that water can fill carbon

nanotubes.14 One of the challenges in modeling such systems is that experimental data for char-

acterizing classical force fields are lacking. Even the mostbasic quantity for testing force fields,

the binding energy of a single water molecule to a graphene orgraphite surface, is not known ex-

perimentally. Several studies have appeared using electronic structure calculations to help fill this

void.1,47,48,70,112,113,136,137,150,152–154 However, this is a very challenging problem since most

DFT methods rely on either local or semi-local density functionals that fail to appropriately de-

scribe long-range dispersion interactions, which are the dominant attractive term in the interaction

energies between a water molecule and graphene (or the acenes often used to model graphene).

In a recent study we applied the DF–DFT–SAPT procedure72 to a water molecule interact-

ing with a series of “circular” acenes (benzene, coronene, hexabenzo[bc,ef,hi,kl,no,qr]coronene,

and circumcoronene)150†. These results were used to extrapolate to the binding energy of a water

molecule interacting with the graphene surface and also proved valuable as benchmarks for testing

other more approximate methods. Water–circumcoronene is essentially the limit of the size sys-

tem that can be currently be studied using the DF–DFT–SAPT method together with sufficiently

flexible basis sets to give nearly converged interaction energies. In the present study we consider a

water molecule interacting with a series of “linear” acenes, specifically, benzene, anthracene, pen-

tacene, heptacene, and nonacene, which allows us to explorelonger-range interactions than in the

water–circumcoronene case and also explore in more detail the applicability of various theoretical

methods with decreasing HOMO/LUMO gap of the acenes. The theoretical methods considered

include DF–DFT–SAPT, several methods for correcting density functional theory for dispersion,

including the DFT–D2 and DFT–D3 schemes of Grimme and co-workers,115,155 vdW–TS scheme

of Tkatchenko and Scheffler,116 the van der Waals density functional (vdW–DF) functionals of

Lundqvist, Langreth and co-workers,156,157 and the dispersion-corrected atom-centered pseudopo-

†Chapter3
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tential (DCACP) method of Rothlisberger and co-workers.118,120 Due to computational costs, only

a subset of these methods were applied to water–nonacene.

The results of these methods are compared to those from several wavefunction based methods,

including second-order Möller–Plesset perturbation theory (MP2),158 coupled-cluster with singles,

doubles and perturbative triples [CCSD(T)],95,159,160spin-component-scaled MP2 (SCS–MP2),127

“coupled” MP2 (MP2C),130 and several variants of the random phase approximation (RPA).5–7 For

comparative purposes, we also report interaction energiescalculated using the recently introduced

DFT/CC method,112,161 which combines DFT interaction energies with atom-atom corrections

based on coupled-cluster calculations on water–benzene.

4.3 THEORETICAL METHODS

The base DFT calculations for the DFT–D2 and DFT–D3 procedures and the CCSD(T), various

MP2, and DFT–SAPT calculations were performed with theMOLPRO73 ab initio package (version

2009.1). The DFT/CC corrections were calculated using a locally modified version ofMOLPRO. The

dispersion corrections for the DFT–D2 and DFT–D3 procedures115,155 were calculated using the

DFT-D3 program155 of Grimme and co-workers. The DCACP calculations were performed with

the CPMD133 code (version 3.11.1). The vdW–DF energies were computed non-self-consistently

using an in-house implementation of the Román–Pérez and Soler166 methodology and employing

densities from plane-wave DFT calculations carried out using theVASP code.162–165 The RPA and

vdW–TS calculations, including the base DFT (or Hartree–Fock) calculations required for both

methods, were carried out with theFHI-AIMS134 program (version 010110). The calculations with

MOLPRO used Gaussian-type orbital basis sets, those withFHI-AIMS employed numerical atom-

centered basis sets,147 and those withCPMD andVASP used plane-wave basis sets. Details about the

basis sets used are provided in Sections4.3.2–4.3.5.
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(a) Anthracene (C14H10) (b) Pentacene (C22H14)

(c) Heptacene (C30H18)

(d) Nonacene (C38H22)

Figure 4.1: Acenes studied.

Figure 4.2: Placement of the water molecule relative to the acene, illustrated in the case of water–

anthracene. The position of atom type C1 used in Figure4.3is labeled. ROX, the distance between

the oxygen atom and the center of the acene is taken to be 3.36Å.
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Figure 4.3: Labeling scheme of the carbon and hydrogen atoms. The C1 and H1 atoms are associ-

ated with the central ring as shown in Figure4.2.

4.3.1 Geometries

For the acenes, the same geometrical parameters were employed as in our earlier study of a

water molecule interacting with circular acenes,150 i.e., the CC and CH bond lengths were fixed at

1.42Å and 1.09Å, respectively, and the CCC and CCH bond angles were fixed at 120◦. Obviously,

the linear acenes in their equilibrium geometries have a range of CC bond lengths and CCC bond

angles; the fixed values given above were used as it facilitates comparison with our results for

the circular acenes. The experimental gas-phase geometry was used for the water monomer (OH

bond length of 0.9572̊A and HOH angle of 104.52◦).92 The water monomer was positioned

above the central ring so that the water C2 rotation axis is perpendicular to the plane of the acene

and the oxygen atom is directly above the acene center-of-mass at a distance of 3.36̊A (obtained

from our earlier optimization of water–coronene). Figure4.2 depicts the orientation of the water

monomer relative to the acene, illustrated for the water–anthracene case. For water–anthracene,

we also carried out a full geometry optimization at the MP2/aug-cc-pVDZ level to determine the

sensitivity of the interaction energy to geometry relaxation. These calculations reveal that the net

interaction energy is altered by less than 5% in going from our standard geometry to the fully

relaxed geometry.
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Table 4.1: Summary of methods and programs used in the current study.

Method Scheme Program

DFT–SAPT72 Dispersion energies calculatedvia the Casimir–Polder integral
MOLPRO

73
using TDDFT response functions

MP2C130 Replaces uncoupled Hartree–Fock dispersion terms in MP2
MOLPRO

with coupled Kohn–Sham dispersion terms

DFT–D2115 Adds damped atom-atom Cij
6R−6

ij corrections to DFT energies DFT-D3
155

DFT–D3155 Adds damped atom-atom Cij
6R−6

ij +Cij
8R−8

ij corrections to
DFT-D3

the DFT energies

vdW–TS116
Adds damped atom-atom Cij

6R−6
ij corrections, with Cij6

FHI-AIMS
134coefficients determined from Hirshfeld partitioning of theDFT

charge densities

DFT/CC112,161
Applies distance-dependent atom-atom corrections from

MOLPRO
aCCSD(T) calculations on model systems to standard

DFT energies

DCACP118–120 Adds atom-centered pseudopotential terms to correct
CPMD

133
ft DFT energies

vdW–DF1,156 Incorporates dispersion interactionsvia an integral over a In-house code

vdW–DF2157 product of a non-local kernelΦ(r , r ′) and the densities n(r) using densities
and n(r ′) at two points from VASP

162–165

RPA
Calculates interaction energies using the random phase

FHI--AIMS
approximation

a Denotes a locally modified version.
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4.3.2 Wavefunction-based methods

The majority of the calculations using Gaussian-type orbitals were carried out using the aug-

cc-pVTZ (AVTZ) basis set,74,167 although for a subset of systems and methods, the aug-cc-pVQZ

(AVQZ) basis set74,167 and the explicitly correlated F12 methods168–170 were used to investigate

the convergence of the interaction energies with respect tothe size of the basis set.

The various MP2 calculations were carried out with density fitting (DF) for both the Hartree–

Fock and MP2 contributions (referred to as DF–HF and DF–MP2,respectively). The calculations

involving the aug-cc-pVxZ (AVxZ, wherex=T or Q) basis sets utilized the corresponding AVxZ

JK- and MP2-fitting sets of Weigend and co-workers88,89 for the DF–HF and DF–MP2 calcula-

tions, respectively.

As has been noted numerous times in the literature, the MP2 method frequently overestimates

dispersion interactions.171 Cybulski and Lytle,125 and Pitoňák and Heßelmann130,172 have sug-

gested simple (and closely related) solutions to this problem. Here we explore the MP2C method

of the latter authors where the uncoupled Hartree–Fock (UCHF) dispersion contribution (calcu-

latedvia a sum-over-states expression) is replaced with the coupledKohn–Sham (CKS) dispersion

contribution from a time-dependent DFT (TDDFT) calculation (we include this method under

wavefunction-based methods even though it uses the TDDFT procedure in evaluating the disper-

sion contribution). The 1sorbitals on the carbon and oxygen atoms were frozen in the evaluation of

the response functions required for the dispersion calculations. The MP2C method generally gives

interaction energies of near CCSD(T) quality, but with the computational cost scaling as O(N 4)

(whereN is the number of basis functions) rather than as O(N 7) as required for CCSD(T).130

For water–benzene, water–anthracene, and water–pentacene, DF–MP2 and DF–MP2C calcula-

tions were also carried out with the explicitly-correlatedF12 method,168,173 for the first two cases

in conjunction with the AVTZ and AVQZ basis sets, and for water–pentacene, with the AVTZ basis

set only.

CCSD calculations were carried out for water–benzene, water–anthracene and water–

pentacene. CCSD(T) calculations, which include triple excitations in a non-iterative manner, were

carried out for water–benzene and water–anthracene. To reduce the computational cost, the water–
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pentacene CCSD calculations were performed with the truncated AVTZ basis set described in

Reference150‡ (and hereafter referred to as Tr-AVTZ). We then estimated the full CCSD/AVTZ

interaction energy for water–pentacenevia

ECCSD/AVTZ
int = ECCSD/Tr−AVTZ

int +
(

EMP2/AVTZ
int −EMP2/Tr−AVTZ

int

)

. (4.1)

In addition for water–benzene and water–anthracene, CCSD and CCSD(T) calculations were car-

ried using the F12 method169,170 and the cc-pVTZ-F12 (VTZ-F12) basis set.174

Interaction energies were also calculated using the spin-component scaled MP2 (SCS–MP2) of

Grimme,127 in which the antiparallel and parallel spin correlation terms are scaled by a numerical

factors of 6
5 and 1

3, respectively. The choice of the antiparallel scaling parameter was motivated

by the fact that the MP2 methods typically underestimates correlation in two-electron systems

by about 20%; the parallel scaling parameter was obtained empirically by fitting to high-level

QCISD(T)175 values of the reaction energies for a set of 51 reactions.127

All reported wavefunction-based interaction energies include the Boys–Bernardi counterpoise

correction,63 with the monomer energies being calculated in the full dimer-centered basis set.

4.3.3 DF–DFT–SAPT

The DF–DFT–SAPT method makes use of DFT orbitals in evaluating the electrostatics and

first-order exchange-repulsion corrections to the interaction energy,2 with the induction and disper-

sion contributions (along with their exchange counterparts) calculated from response functions.3,4

In the absence of CCSD(T) results for the larger acenes, the DF–DFT–SAPT72 results are used as

benchmarks for evaluating the performance of other methods. Tekin and Jansen139 have shown that

for systems dominated by CH-π andπ-π interactions, the DF–DFT–SAPT/AVTZ method gener-

ally reproduces complete basis set limit CCSD(T) interaction energies to within 0.05 kcal mol−1.

Similar accuracy is expected in applying this approach to the water–acene systems. Indeed, for

water–benzene the interaction energy calculated using theDF–DFT–SAPT/AVTZ method agrees

to within 0.03 kcal mol−1 of the CCSD(T)-F12/VTZ-F12 result (although, as discussedbelow, this

‡Chapter3
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excellent agreement is due to a partial cancelation of errors in the DF–DFT–SAPT calculations).

The DF–DFT–SAPT, like the DF–MP2C procedure described above, scales as O(N 4).72

The LPBE0AC functional72 was used for the DF–DFT–SAPT calculations. For the asymp-

totic correction inherent in LPBE0AC, the experimental vertical ionization potentials (IP) from the

NIST Chemistry Webbook82 were used when available. As the experimental IPs for heptacene and

nonacene were not available, these quantities were estimated using the Hartree–Fock Koopmans’

Theorem (KT)176 modifiedvia

IPX = IPKT
X +

(

IPExperimental
Pentacene − IPKT

Pentacene

)

, (4.2)

where X is either heptacene or nonacene. This results in 0.92eV correction to the KT ionization

energies. Although this approach of estimating the IP couldlead to errors of a few tenths of an

eV, these errors do not significantly impact the resulting water–acene interaction energies. For

example, a change of 0.1 eV in the IP of benzene results in a 0.01 kcal mol−1 change in the

interaction energy of water–benzene. For the density fitting, the cc-pV(x+1)Z JK-fitting set of

Weigend88 was employed for all non-dispersion terms, and the AVxZ MP2-fitting set of Weigend

and co-workers89 was used for the dispersion contributions.

We were unable to successfully complete the calculation of the dispersion energy of water–

nonacene using the DF–DFT–SAPT procedure. However the DF–MP2C procedure uses a closely

related scheme for evaluating the dispersion energy and gives the same dispersion contributions

for water–heptacene and water–nonacene, and moreover gives a dispersion contribution for water–

heptacene within 0.1 kcal mol−1 of the DF–DFT–SAPT result when used with the LPBE0AC

functional.

4.3.4 DFT-based methods

Among the dispersion-corrected DFT methods, the DFT–D2 scheme,115 which involves the

addition of damped atom-atom Cij
6R−6

ij correction terms to the DFT intermolecular energies, is the

simplest scheme. A drawback to the DFT–D2 scheme is the lack of sensitivity of the Cij6 coeffi-

cients to the chemical environment. This is partially addressed in the DFT–D3155 method which
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introduces dispersion coefficients that depend on the coordination number of the atoms involved

and also includes damped Cij
8R−8

ij contributions.155 In the present study, the DFT–D2 and DFT–D3

schemes are used with the PBE,142 revPBE,177 and BLYP143,144 density functionals together with

the AVTZ basis set. The resulting interaction energies are corrected for BSSE using the counter-

poise procedure.

The vdW–TS method116 also applies damped atom-atom Cij
6R−6

ij corrections to DFT energies,

but it differs from DFT–D2 in that the Cij6 coefficients are adjusted using effective atomic vol-

umes obtained from Hirshfeld partitioning146 of the charge densities. The vdW–TS calculations

were performed with tier 3 and tier 4 numerical atom-centered basis sets147 for hydrogen and car-

bon/oxygen, respectively. These basis sets have been designed for use inFHI-AIMS. The tier 3

basis set provides a 5s3p2d1f description of the hydrogen atoms, and the tier 4 basis set provides

a 6s5p4d3f 2g description of the carbon/oxygen atoms. The largest vdW–TScalculation, that on

water–nonacene, employed 3864 basis functions.

The DFT/CC method of Rubeš and co-workers112,161 adds to the DFT energy atom-atom cor-

rection terms parameterized to differences between CCSD(T)/CBS and PBE interaction energies

for water–benzene. The DFT/CC method has been successfullyused to categorize both solid178

and molecule–surface interactions.112,152,161 The reference energies used for the DFT/CC calcula-

tions were taken from References112and178. The base PBE energies for DFT/CC method were

calculated with the AVTZ basis set and were corrected for BSSE using the counterpoise procedure.

The dispersion-corrected atom-centered potential (DCACP) method of Roethlisberger and co-

workers118,120 modifies Göedecker–Teter–Hutter (GTH) pseudopotentials140 by adding anf chan-

nel to correct for deficiencies in the density functional employed. The calculations with the

DCACPs were carried out with a plane-wave basis set and usingperiodic boundary conditions.

This approach was applied to acenes through heptacene and all calculations employed a planewave

cutoff of 3401 eV and a box size of 30×16×16 Å. The high cut-off energy was necessitated by

use of the GTH pseudopotentials.

The vdW–DF1156 and vdW–DF2157 GGA functionals of Langreth and co-workers represent
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the exchange-correlation energy functional as

EXC[ρ ] = EX +ELDA
C +Enon−local

C , (4.3)

where the non-local correlation functional
(

Enonlocal
C

)

involves integration over the electronic den-

sities (ρ) at two points (r andr ′) with a non-local kernel(Φ(r , r ′)),

Enon−local
C =

1
2

∫ ∫

ρ(r)Φ(r , r ′)ρ(r ′) dr dr ′. (4.4)

As recommended by the developers, for vdW–DF1 and vdW–DF2, the revPBE and modified

PW86179 (called PW86R180) exchange density functionals were used, respectively. The vdW–DF

calculations were performed with charge densities fromVASP162–165 calculations obtained using

VASP-native pseudopotentials together with a planewave cutoffof 800 eV and a supercell with

∼ 10Å of vacuum in all directions.

4.3.5 RPA-based methods

The random phase approximation (RPA) method is a many-body method which treats a subset

of correlation effects (described by ring diagrams) to all orders.181 There are multiple variants

of the RPA method, and in this work three different RPA schemes, denoted RPA, RPA+2OX,

and RPA/(HF+PBE), are considered. In each case the energy includes exact exchange contribu-

tions computed using the Hartree–Fock expression using either the Hartree–Fock or Kohn–Sham

orbitals. The RPA plus second-order exchange (RPA+2OX) approach5,6 adds a second-order ex-

change energy correction to the total RPA energy. In the RPA/(HF+PBE) scheme, suggested to us

by Ren and Blum,7 the RPA/PBE correlation correction is added to the Hartree–Fock energy. For

the RPA and RPA+2OX schemes the interaction energies obtained using orbitals from HF, PBE,

revPBE and BLYP calculations are reported. The RPA calculations were performed with a modi-

fied tier 3 numerical atom-centered basis set with the highest angular momentum basis functions

from the full tier 3 basis set (i.e. the f functions from hydrogen, theg functions from oxygen, and

the f andg functions from carbon) being deleted. In addition, the core1sorbitals were frozen.
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4.4 RESULTS AND DISCUSSION

Before turning to the discussion on the interaction energies obtained using the various theo-

retical methods, it is instructional to examine the trends in the energy gaps between the highest

occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) as a func-

tion of the length of the acene. The orbital energies have been calculated at the Hartree–Fock

level using the 6-31G* basis set.182,183 This basis was chosen to avoid the low-lying unfilled or-

bitals corresponding to approximate continuum functions184 that would be present with a basis set

including diffuse functions. The resulting HOMO–LUMO gapsare 12.7, 7.9, 5.8, 4.7, and 4.1

eV along the sequence benzene, anthracene, pentacene, heptacene, and nonacene. This leads one

to anticipate growing multiconfigurational character in the wavefunctions with increasing length

of the acene. It has even been suggested that the linear acenes larger than pentacene have triplet

ground states,185 although more recent theoretical work indicates that they have singlet ground

states186 as assumed in our study. Reference186 also demonstrates the expected increase in the

multiconfigurational character with increasing length of the acene, raising the possibility that some

theoretical methods may not properly describe the water–acene interaction energies for the larger

acenes.

4.4.1 DF–DFT–SAPT Results

From Table4.2, which summarizes the results of the DF–DFT–SAPT calculations, it is seen

that the net interaction energy between the water molecule and the acene is nearly independent

of the size of the acene. The electrostatic and exchange-repulsion contributions both experience

a sizable reduction in magnitude in going from benzene to anthracene, with these changes being

of opposite sign and approximately compensating for one another. The exchange-repulsion con-

tribution is essentially constant from anthracene to nonacene, whereas the electrostatic interaction

energy continues to decrease in magnitude along the sequence of acenes, with the change in the

electrostatic energy in going from water–heptacene to water–nonacene being only 0.03 kcal mol−1.

The induction energy, discussed in more detail below, is nearly constant across the series of acenes
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Table 4.2: Contributions to the DF–DFT–SAPT interaction energies (kcal mol−1) of the water–

acene dimers.

Term Benzene Anthracene Pentacene Heptacene Nonacene

E(1)
Elst −2.82 −2.29 −2.07 −2.01 −1.98

E(1)
Exch 3.25 2.85 2.84 2.85 2.85

E(2)
Ind −1.28 −1.22 −1.24 −1.26 −1.28

E(2)
ExInd 0.83 0.76 0.76 0.77 0.77

δHF −0.26 −0.21 −0.21 −0.20 −0.21

Net Induction −0.71 −0.67 −0.69 −0.69 −0.72

E(2)
Disp −3.38 −3.66 −3.72 −3.79 (−3.78)a

E(2)
ExDisp 0.46 0.43 0.43 0.43 (0.43)b

Net Dispersion −2.92 −3.23 −3.29 −3.36 (−3.36)

DF–DFT–SAPT −3.20 −3.34 −3.21 −3.21 −3.21

a As discussed in Section4.3.3, the DF–DFT–SAPT calculation of the dispersion energy of water–nonacene was
unsuccessful. The dispersion energy for water–nonacene was taken to be the same as that for water–heptacene as
DF–MP2C calculations give the same dispersion energy for these two systems.
b The exchange-dispersion energy of water–nonacene has beenassumed to be the same as that for water–heptacene.
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Table 4.3: Electrostatic interaction energies (kcal mol−1) between DPP2187 atomic charges on

water and the atomic multipoles of the acenes.

Term Benzene Anthracene Pentacene Heptacene

Charge-Charge −1.31 −2.36 −2.34 −2.26

Charge-Dipole 1.79 3.33 3.27 3.15

Charge-Quadrupole −2.27 −2.72 −2.55 −2.44

Charge-Octopole −0.03 0.17 0.26 0.28

Charge-Hexadecapole−0.05 −0.09 −0.11 −0.11

Total multipole −1.87 −1.67 −1.47 −1.39

Charge-penetration −0.95 −0.62 −0.60 −0.62

DF–DFT–SAPT −2.82 −2.29 −2.07 −2.01
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(a)

(b)

(c)

Figure 4.4: Differences between Mulliken atomic charges (in millielectrons) of the acenes in the

presence and absence of the water monomer. Results are reported for (a) anthracene, (b) pentacene,

and (c) heptacene.
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while the dispersion energy grows in magnitude from water–benzene to water–heptacene, and be-

ing essentially the same for water–heptacene and water–nonacene. The fall off in the electrostatic

contribution is approximately compensated by the growing dispersion contribution with increasing

length of the acene.

For benzene, anthracene, pentacene, and heptacene, the atomic multipoles through hexade-

capoles were calculated using a distributed multipole analysis (DMA),100–103 performed with the

GDMA103 program and using MP2/cc-pVDZ charge densities fromGaussian03104 calculations.

The resulting atomic multipoles (through the quadrupoles)are reported in the supporting infor-

mation (SI)§. The analysis was not done for nonacene as the atomic multipole moments for the

carbon atoms of the central ring are well converged by heptacene. The charges, dipole moments,

and quadrupole moments associated with the carbon atoms of the central ring undergo appre-

ciable changes in going from benzene to anthracene, but theyare essentially unchanged along

the anthracene–pentacene–heptacene sequence. The electrostatic interaction between water and

the acene can be divided into contributions from the permanent atomic moments and charge-

penetration which is the result of the charge density of one monomer “penetrating” the charge

density of the other monomer.93 The charge-penetration contributions were estimated by subtract-

ing from the SAPT electrostatic interaction energies the electrostatic interaction energies calculated

using the distributed moments through the hexadecapoles ofthe acenes and the point charges of

the DPP2 model187 for the water monomer. As seen from Table4.3, this procedure gives a charge-

penetration energy of−0.95 kcal mol−1 for water–benzene and about−0.6 kcal mol−1 for a water

monomer interacting with the larger acenes. These results are essentially unchanged upon use of

moments for the acenes obtained using the larger cc-pVTZ basis set167 or when employing higher

atomic multipoles on the water monomer.

The net induction energy is defined as E(2)
ind+E(2)

ex−ind+δ (HF), where theδ (HF) accounts in

an approximate manner for the higher-order induction and exchange-induction contributions. The

net induction energies are about−0.7 kcal mol−1 for each of the water–acene systems. At first

sight the near constancy of the induction energy is somewhatsurprising. The net induction en-

§In the original publication, the linear acene DMA results were given in the supporting information. This table has
been included here as Table4.8.
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ergies can be decomposed into a sum of three contributions, atomic polarization, charge-flow

polarization, and intermonomer charge-transfer.93 The nature of the charge-flow polarization is

illustrated in Figure4.4 where we report the change in the atomic charges of anthracene, pen-

tacene, and heptacene caused by the presence of the water molecule. These results were obtained

from Mulliken population analysis188 of the Hartree–Fock/cc-pVDZ wavefunctions of the water–

acene complexes. As expected, the electric field from the water molecule causes flow of electron

density from remote carbon atoms to the central ring. Using the atomic charges from the Mulliken

analysis, we estimate that charge-flow polarization and intermonomer charge-transfer combined

contribute roughly half of the induction energy for the water–acene systems, and that these contri-

butions are relatively independent of the size of the acene.Thus, the insensitivity of the induction

energy with the size of the acene can be understood in terms ofthe relatively small contributions

of atomic polarization in these complexes.

The dispersion contribution grows by 0.31 kcal mol−1 in magnitude in going from water–

benzene to water–anthracene, by 0.06 kcal mol−1 in going from water–anthracene to water–

pentacene, and by another 0.07 kcal mol−1 in going to water–heptacene. For water–anthracene

the dispersion contribution to the interaction energy is nearly identical to that for water–heptacene.

These changes are small compared to the net dispersion contributions (defined as E(2)disp+E(2)
ex−disp).

4.4.2 Basis set sensitivity of the interaction energies

Before considering in detail the interaction energies obtained with the other methods, it is use-

ful to first consider the sensitivity of the results to the basis sets employed. In Table4.4, we report

for water–benzene and water–anthracene interaction energies obtained using the DF–MP2, DF–

MP2C and DF–DFT–SAPT methods, in each case with both the AVTZand AVQZ basis sets. In

addition, for the DF–MP2 and DF–MP2C methods, F12 results are included. The DF–DFT–SAPT

interaction energies increase by 0.06–0.10 kcal mol−1 in magnitude in going from the AVTZ to the

AVQZ basis set, whereas the corresponding increase in the DF–MP2 and DF–MP2C interaction

energies is 0.09–0.15 kcal mol−1. Moreover, with the latter two methods, the interaction energy

increases by another 0.05–0.08 kcal mol−1 in magnitude in going from the AVQZ basis set to the
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Table 4.4: Influence of the basis set on the water–benzene andwater–anthracene interaction ener-

gies (kcal mol−1).

Theoretical Method AVTZ AVQZ

Water–benzene

DF–MP2 −3.28 −3.39

DF–MP2–F12 −3.47 −3.47

DF–MP2C −3.06 −3.20

DF–MP2C–F12 −3.25 −3.27

DF–DFT–SAPT −3.20 −3.30

Water–anthracene

DF–MP2 −3.66 −3.77

DF–MP2–F12 −3.85 −3.84

DF–MP2C −3.17 −3.29

DF–MP2C–F12 −3.35 −3.37

DF–DFT–SAPT −3.34 −3.40
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F12/AVTZ procedure. The changes in the DF–MP2 and DF–MP2C interaction energies in going

from the F12/AVTZ to the F12/AVQZ approaches are 0.02 kcal mol−1 or less. These results jus-

tify the use of the DF–DFT–SAPT/AVTZ approach to provide thebenchmark results for assessing

other theoretical methods.

Thus for the MP2 and MP2C methods, the CBS-limit interactionenergies are about 0.2

kcal mol−1 larger in magnitude than the results obtained using the AVTZbasis set. A similar sen-

sitivity to the basis set is found for the CCSD(T) interaction energy of water–benzene as seen from

Table4.5. Moreover, the DF–MP2C and CCSD(T) procedures give nearly identical interaction en-

ergies (we revisit the DF–MP2C interaction energies in the next section). It is also found that the

DF–DFT–SAPT calculations with the AVTZ basis set give interaction energies within a few hun-

dredths of a kcal mol−1 of the MP2C and CCSD(T) results obtained using the AVQZ/F12 method.

Although the interaction energies calculated with the DF–DFT–SAPT method are less sensi-

tive to the basis set than those calculated with the DF–MP2C or CCSD(T) methods, it is clear that

in the CBS-limit the DF–DFT–SAPT interaction energies would be about 0.1 kcal mol−1 larger

in magnitude than those obtained using the AVTZ basis set, resulting in slight overbinding of the

water–acene complexes.

4.4.3 Wavefunction-based results

Although the Hartree–Fock approximation predicts a monotonic fall off in the magnitude of

the interaction energy with increasing size of the acene, this is not the case for the DF–DFT–SAPT

method, the various DF–MP2 methods, or for the CCSD method. In each of these methods, the

interaction energy increases in magnitude in going from water–benzene to water–anthracene and

then drops off for the larger acenes. The origin of this behavior is clear from analysis of the results

in Table4.2and Table S1¶. Namely, the carbon atoms of benzene carry a greater negative charge

than do the carbon atoms of the central ring of the large acenes, causing the exchange-repulsion

energy to be greater in the case of water–benzene. This is thefactor primarily responsible for the

smaller in magnitude interaction energy in water–benzene than in water–anthracene.

¶Table4.8
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Table 4.5: Net interaction energies (kcal mol−1) for the water–acene systems as described by wave-

function based methods.

Method Benzene Anthracene Pentacene Heptacene Nonacene

DF–DFT–SAPT −3.20 −3.34 −3.21 −3.21 −3.21

DF–HF −0.74 −0.48 −0.29 −0.23 −0.21

DF–MP2 −3.28 −3.66 −3.63 −3.62 −3.61

DF–MP2–F12 −3.47 −3.85 −3.80

DF–SCS–MP2 −2.61 −2.87 −2.82 −2.80 −2.79

DF–MP2C −3.06 −3.17 −3.06 −3.02 −3.01

DF–MP2C–F12 −3.25 −3.35 −3.23

CCSD −2.63 −2.77 −2.69

CCSD–F12a −2.80 −2.89

CCSD–F12b −2.76 −2.85

CCSD(T) −3.05 −3.26

CCSD(T)–F12a −3.21 −3.37

CCSD(T)–F12b −3.17 −3.33
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The interaction energies for the wavefunction based methods are presented in Table4.5. For

water–benzene, water–anthracene, and water–pentacene the DF–MP2–F12 calculations overesti-

mate the binding energies by 0.27–0.59 kcal mol−1 in magnitude, with the discrepancy growing

with increasing size of the acene. On the other hand, the DF–SCS–MP2 method underestimates

the magnitude of the total interaction energies by 0.39 to 0.61 kcal mol−1. Comparison of the

CCSD and CCSD(T) results for water–benzene and water–anthracene shows that the inclusion of

triple excitations increases the interaction energies in magnitude by 0.4–0.5 kcal mol−1. Thus it

appears that the underestimation of the magnitude of the interaction energies with the DF–SCS–

MP2 method is due to the neglect of triple excitations.

The close agreement of the DF–MP2C, DF–DFT–SAPT and CCSD(T)interaction energies for

the water–acene systems warrants further discussion. A detailed analysis of wavefunction-based

SAPT [SAPT(HF)]12,13 calculations on water–benzene reveals that intramonomer correlation a

−0.1 kcal mol−1 contribution to the dispersion portion of the interaction energy and a positive

contribution to both the exchange and electrostatic contributions to the interaction energy, with

the net change in the exchange plus electrostatics interaction being 0.65 kcal mol−1. On the other

hand, in the DF–MP2C approach there is a change of+0.2 kcal mol−1 in the dispersion energy

upon replacing the uncoupled Hartree–Fock dispersion contribution with the coupled Kohn–Sham

value.

Thus the good agreement between interaction energies obtained with the DF–MP2C method

and DF–DFT–SAPT approaches appears to be is due in part to a cancelation of errors in the for-

mer. A closer examination of the SAPT(HF) results for intramonomer correlation on the dispersion

energy reveals that there are both large positive and negative corrections. It appears that although

the DF–MP2C method does not recover the 0.65 kcal mol−1 contribution of correlation effects to

the exchange and electrostatic energies, this is compensated by the failure to recover the−0.68

kcal mol−1 change in the dispersion energy due to intramonomer triple excitations.
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Table 4.6: Net interaction energies (kcal mol−1) for the water–acene systems as described by DFT-

based methods.

Method Benzene Anthracene Pentacene Heptacene Nonacenea MAEb

DF–DFT–SAPT −3.20 −3.34 −3.21 −3.21 −3.21

PBE −1.87 −1.50 −1.36 −1.32 −1.31 1.76

PBE+D2 −3.66 −3.69 −3.60 −3.57 −3.56 0.38

PBE+D3 −3.60 −3.75 −3.67 −3.65 −3.64 0.43

PBE+D3/TZc −3.41 −3.54 −3.45 −3.43 −3.42 0.21

revPBE −0.23 0.14 0.29 0.32 0.33 3.41

revPBE+D2 −3.21 −3.50 −3.44 −3.42 −3.42 0.16

revPBE+D3 −3.50 −3.75 −3.68 −3.66 −3.65 0.41

revPBE+D3/TZc −3.41 −3.66 −3.58 −3.56 −3.55 0.31

BLYP −0.27 0.21 0.35 0.37 0.38 3.44

BLYP+D2 −3.13 −3.29 −3.23 −3.22 −3.22 0.03

BLYP+D3 −3.59 −3.83 −3.77 −3.75 −3.75 0.50

BLYP+D3/TZc −3.23 −3.47 −3.41 −3.39 −3.39 0.14

vdW–TS/PBE −3.77 −4.01 −3.94 −3.92 −3.89 0.67

vdW–TS/BLYP −2.50 −2.77 −2.68 −2.65 −2.64 0.59

DFT/CC −3.23 −3.38 −3.31 −3.29 −3.29 0.06

DCACP/PBE −2.70 −2.62 −2.48 −2.45 0.68

DCACP/BLYP −3.08 −3.30 −3.25 −3.23 0.05

vdW–DF1 −2.89 −3.30 −3.38 −3.27 0.14

vdW–DF2 −3.21 −3.38 −3.29 −3.27 0.05

a Only a subset of methods were applied to nonacene to check forconvergence with respect to system size in the
interaction energies.
b Mean absolute error (MAE) relative to DF–DFT–SAPT. MAEs were calculated only for benzene through nonacene
when water–nonacene interaction energies are available, else they were calculated for benzene through heptacene.
c D3/TZ denotes DFT–D3 parameters optimized with Ahlrichs’ TZVPP basis set. See Reference155for more
information.
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4.4.4 DFT-based results

Table4.6reports interaction energies obtained using the PBE, revPBE, and BLYP density func-

tionals with and without correcting for long-range dispersion. In considering these results, it should

be kept in mind that while GGA functionals do not capture long-range dispersion interactions, they

can describe short-range dispersion, and also that some dispersion-corrected DFT methods, such as

DCACP and DFT–D actually correct for deficiencies in DFT other than the absence of long-range

dispersion interactions.189

From Table4.6 it can be seen that while the PBE functional recovers about half of the total

interaction energies for the water–acene systems, the revPBE and BLYP functionals predict bind-

ing only in the water–benzene case. The failure to obtain bound complexes with the BLYP and

revPBE functionals is due to their larger (compared to PBE) exchange-repulsion contributions.123

Indeed this behavior of the revPBE functional was the motivation for the switch from revPBE in

vdW–DF1 to PW86 in vdW–DF2.157

The DFT–D2 method does well at reproducing the DF–DFT–SAPT interaction energies with

mean absolute errors (MAEs) of 0.39, 0.15 and 0.02 kcal mol−1 for PBE, revPBE, and BLYP, re-

spectively. For all of the density functionals considered,the DFT–D3 approach overestimates the

magnitude of the interaction energies by about 0.5 kcal mol−1. This overestimation is partially

reduced if one uses the DFT–D3 parametrization based on the TZVPP190 basis set155 (denoted as

DFT–D3/TZ in Table4.6).

The vdW–TS procedure based on the PBE functional overestimates the magnitude of the total

interaction energies, with a MAE of 0.67 kcal mol−1, while the vdW–TS procedure based on the

BLYP functional considerably underestimates the magnitude of the interaction energies. Given the

fact that the vdW–TS method employs dispersion correctionsthat depend on the chemical environ-

ments, it is surprising that it performs poorer than DFT–D2 for the water–acene systems.

The DFT/CC method gives interaction energies very close to the DF–DFT–SAPT results (MAE

of 0.05 kcal mol−1). The DCACP/BLYP approach also gives interaction energiesin excellent

agreement with the DF–DFT–SAPT results (MAE of 0.06 kcal mol−1) while the DCACP/PBE ap-

proach, on the other hand, does not fair as well (MAE of 0.68 kcal mol−1). Both the vdW–DF1
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and vdW–DF2 functionals give interaction energies close tothe DF–DFT–SAPT values, with the

vdW–DF2 proving more successful at reproducing the trend inthe interaction energies along the

sequence of acenes obtained from the DF–DFT–SAPT calculations.

4.4.5 RPA-based results

As seen from Table4.7, the RPA calculations using HF orbitals give interaction energies

about 0.9 kcal mol−1 smaller than the DF–DFT–SAPT results. The errors are reduced to about

0.6 kcal mol−1 when using RPA based on DFT orbitals for each of the three functionals consid-

ered. The underestimation of the interaction energies is apparently a consequence of the limita-

tions in the RPA method at describing short-range correlation effects (which are not recovered by

a sum over ring diagrams only). Interestingly, Scuseria andco-workers have shown that the RPA

method based on Hartree–Fock orbitals corresponds to an approximate coupled-cluster doubles

approximation.191 The present PBA/HF calculations on water–benzene, water–anthracene, and

water–pentacene gives binding energies 0.25–0.38 kcal mol−1 smaller in magnitude than the cor-

responding CCD results (which, in turn, are nearly identical to the CCSD results in Table4.5).

The RPA+2OX method does not correctly reproduce the trend inthe interaction energies along

the sequence of acenes. It appears that the small HOMO/LUMO gaps in the DFT calculations on

the larger acenes result in non-physical second-order exchange corrections. There is a significant

improvement in the interaction energies as calculated withthe RPA/(HF+PBE) method, which

gives interaction energies 0.2–0.3 kcal mol−1 smaller in magnitude than the DF–DFT–SAPT re-

sults, which in turn are expected to be about 0.1 kcal mol−1 smaller in magnitude than the exact

interaction energies for the geometries employed. However, it is possible that the improved results

obtained with this approach are fortuitous as it obviously does not address the problem of RPA not

properly describing short-range correlation effects.
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Table 4.7: Net interaction energies (kcal mol−1) for the water–acene systems as described by RPA

methods.

Method Benzene Anthracene Pentacene Heptacene Nonacenea MAEb

DF–DFT–SAPT −3.20 −3.34 −3.21 −3.21 −3.21

RPA/HF −2.38 −2.42 −2.31 −2.27 −2.25 0.91

RPA/PBE −2.60 −2.70 −2.62 −2.59 0.61

RPA/revPBE −2.52 −2.69 −2.61 −2.59 0.64

RPA/BLYP −2.54 −2.73 −2.66 −2.63 0.60

RPA+2OX/HF −2.56 −2.53 −2.38 −2.37 0.78

RPA+2OX/PBE −3.18 −2.91 −2.66 −2.25 0.49

RPA+2OX/revPBE −3.15 −3.01 −2.76 0.28

RPA+2OX/BLYP −3.19 −3.03 −2.78 0.25

RPA/HF+PBE −2.90 −3.11 −3.05 −3.02 0.22

a Only a subset of methods were applied to nonacene to check forconvergence with respect to system size in the
interaction energies.
b Mean absolute error (MAE) relative to DF–DFT–SAPT. MAEs were calculated using results for benzene through
nonacene when water–nonacene interaction energies are available, else they were calculated for benzene through
heptacene.
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Figure 4.5: Long-range interactions of water–benzene calculated with various methods.
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4.4.6 Long-range interactions

All of the results discussed above have been for a water–acene complex with the water–acene

separation close to the potential energy minima (for the assumed orientation). Figure4.5plots the

long-range interaction energies of various theoretical methods. For the DF–DFT–SAPT method the

sum of the dispersion and exchange-dispersion contributions is plotted, and for the DCACP/BLYP

the difference between the interaction energies with and without the DCACP correction is plotted.

For the DFT–D3/PBE method the dispersion contribution is plotted. For the vdW–DF1, vdW–DF2,

and RPA approaches, the differences of the correlation energies of the dimers and the correlation

energies of the monomers are plotted (using only the non-local correlation terms in the case of the

vdW–DF methods).

From Figure4.5, it is seen that the DFT–D3/PBE curve closely reproduces theDF–DFT–SAPT

dispersion curve, indicating that this method is properly describing the dispersion energy in the

asymptotic region. Both the vdW–DF2 and DCACP/BLYP methodsgive dispersion contributions

that fall off too rapidly for ROX ≥ 5.5 Å (as noted in Reference192, the vdW–DF2 tends to un-

derestimate the C6 coefficients192). The vdW–DF1 curve, while being close to the SAPT curve for

R& 8 Å, is much more attractive than the DF–DFT–SAPT curve for ROX ≤ 7.5 Å.

The long-range interaction energy from the RPA/PBE calculations is repulsive from ROX = 5.5

to 10Å (the longest distance considered). This is due to the fact that the correlation correction in

the RPA method also describes the intramonomer correlation, which alters the electrostatic inter-

action between the water monomer and the benzene molecule.

4.5 CONCLUSIONS

In the current study we examined the applicability of a largenumber of theoretical methods for

describing a water molecule interacting with a series of linear acenes. The DF–DFT–SAPT calcu-

lations, which provide the benchmark results against whichthe other methods are compared, give

interaction energies of water–benzene, water–anthracene, water–pentacene, and water–heptacene,
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ranging from−3.20 to−3.24 kcal mol−1. This small spread in interaction energies is largely due

to the fact that the decreasing magnitude of the electrostatic interaction energy with increasing

size of the acene is partially compensated by the growing (inmagnitude) dispersion contribution.

The DF–MP2C–F12/AVTZ approach, gives interaction energies in excellent agreement with the

DF–DFT–SAPT results, although this good agreement appearsto be due, in part, to a cancelation

of errors in the DF–MP2C method.

Four of the DFT-corrected methods considered — BLYP–D2, DCACP/BLYP, DFT/CC and

vdW–DF2 — are found to give interaction energies for the water–acene systems very close to the

DF–DFT–SAPT results. The revPBE–D2, BLYP–D3/TZ, vdW–DF1,and PBE–D3/TZ approaches

also are reasonably successful at predicting the interaction energies at our standard geometries.

However these successes do not necessarily carry over to other geometries. In particular, as seen

in Figure4.5, both the DCACP and vdW–DF2 methods underestimate long-range dispersion inter-

actions in magnitude.

Even though the HOMO/LUMO gap decreases with increasing size of the acene, there is no

indication that any of the methods considered are encountering problems in the calculation of the

water–acene interaction energy even for acenes as large as nonacene.
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4.7 SUPPORTING INFORMATION

68



Table 4.8: Multipole moments (in atomic units) for the carbon and hydrogen atoms of benzene(C6H6), anthracene(C14H10),

pentacene(C24H12), and heptacene(C30H18).

Atom Type
q |µ| Q20 |Q22c+22s|

C6H6 C14H10 C24H12 C30H18 C6H6 C14H10 C24H12 C30H18 C6H6 C14H10 C24H12 C30H18 C6H6 C14H10 C24H12 C30H18

C1 −0.09 −0.06 −0.06 −0.06 0.11 0.15 0.16 0.16 −1.14 −1.18 −1.18 −1.17 0.09 0.12 0.12 0.12

C2 −0.05 −0.05 −0.05 0.11 0.12 0.12 −1.22 −1.23 −1.23 0.11 0.13 0.13

C3 −0.07 −0.06 −0.06 0.16 0.16 0.16 −1.16 −1.18 −1.17 0.03 0.12 0.12

C4 −0.08 −0.05 −0.05 0.12 0.11 0.12 −1.14 −1.22 −1.22 0.09 0.12 0.13

C5 −0.07 −0.06 0.16 0.16 −1.16 −1.18 0.03 0.12

C6 −0.08 −0.05 0.12 0.11 −1.14 −1.22 0.09 0.12

C7 −0.07 0.16 −1.16 0.03

C8 −0.08 0.12 −1.14 0.09

H1 0.09 0.10 0.10 0.10 0.14 0.15 0.15 0.15 −0.13 −0.13 −0.13 −0.13 0.11 0.06 0.05 0.05

H2 0.10 0.10 0.10 0.14 0.15 0.15 −0.13 −0.13 −0.13 0.08 0.05 0.05

H3 0.09 0.10 0.10 0.14 0.14 0.14 −0.13 −0.13 −0.13 0.11 0.08 0.08

H4 0.09 0.09 0.14 0.14 −0.13 −0.13 0.11 0.11

6
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APPENDIX A

APPENDIX INTRODUCTION

AppendicesB and C include two papers to which I have contributed, but was not the first

author. For the paper reproduced in AppendixB, I contributed the SAPT and the LMO–EDA

interaction energies in addition to the discussion. For thepaper reproduced in AppendixC, I

contributed the two- and three-body SAPT interaction energies used in the fitting of the DPP2

water model.
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APPENDIX B

ASSESSMENT OF THE PERFORMANCE OF COMMON DENSITY FUNCTIONAL

METHODS FOR DESCRIBING THE INTERACTION ENERGIES OF (H 2O)6

CLUSTERS

This work was published as∗: Fangfang Wang, Glen R. Jenness, Wissam A. Al-Saidi, and

Kenneth D. JordanThe Journal of Chemical Physics, 132, (2010), 134303-1–134303-8

B.1 ABSTRACT

Localized molecular orbital energy decomposition analysis (EDA) and symmetry-adapted per-

turbation theory (SAPT) calculations are used to analyze the 2- and 3-body interaction energies of

four low-energy isomers of(H2O)6 in order to gain insight into the performance of several popular

density functionals for describing the electrostatic, exchange-repulsion, induction, and short-range

dispersion interactions between water molecules. The energy decomposition analysis indicate that

all density functionals considered significantly overestimate the contributions of charge-transfer to

the interaction energies. Moreover, in contrast to some studies that state that DFT does not include

dispersion interactions, we adopt a broader definition and conclude that for(H2O)6 the short-range

∗Reprinted with permission fromJ. Chem. Phys., 132, (2010), 134303-1–134303-8. Copyright 2010, American
Institute of Physics
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dispersion interactions recovered in the DFT calculationsaccount about 75% or more of the net

(short- plus long-range) dispersion energies obtained from the SAPT calculations.

B.2 INTRODUCTION

Density functional theory (DFT)193–195 has emerged as the method of choice for the calcula-

tion of the electronic structure of complex materials. However, there are many important systems

for which the commonly used density functional methods are not adequate.55,196–198 Key among

these are systems in which dispersion interactions are important, and this has generated consid-

erable interest in the development of procedures for correcting DFT for long-range dispersion

interactions.114,116,122,156,199–205 In recent years, several simulations of liquid water using density

functional methods have appeared.206–210 Not surprisingly, this has generated debate about the

role of dispersion interactions for various properties of water.207,211,212

In order to gain insight into the suitability of various density functional methods for charac-

terizing water, several groups have studied the low-energyring, cage, prism, and book forms of

(H2O)6,117,201,213–215 for which high-levelab initio calculations are feasible.201,216,217 Although

calculations with the Hartree–Fock (HF) and with generalized gradient (GGA) or hybrid density

functionals predict the ring isomer to be the most stable,201 MP2218 and CCSD(T)95 calculations

predict it to be the least stable of these four isomers.201,216,217 This has been attributed to the

greater importance of dispersion interactions in the cage and prism isomers than in the more open

book and ring isomers.201,213 Indeed, significant improvement in the relative energies ofthe four

isomers is achieved upon inclusion of corrections for dispersion, either with damped atom-atom

Cij
6R−6

ij corrections201 or by use of the vdW–DF approach of Langreth and co-workers.122,215

In the present work, we use energy decomposition methods to assess the performance of sev-

eral popular DFT functional methods for characterizing theinteraction energies of four low-energy

isomers of(H2O)6. For each cluster, the net interaction energies and their 2-, 3-, and higher-

body contributions are calculated using five popular density functional methods as well as using
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the Hartree–Fock, MP2, and CCSD(T) methods. In addition, the 2- and 3-body interaction en-

ergies are decomposed into electrostatic, exchange-repulsion, polarization, charge-transfer, and

short-range dispersion contributions using symmetry-adapted perturbation theory (SAPT)13 and

localized molecular orbital energy decomposition analysis (LMO–EDA). Two different EDA pro-

cedures — the localized molecular orbital (LMO–EDA) methodof Su and Li,8 and the absolutely

localized molecular orbital (ALMO–EDA) method of Head–Gordon and co-workers9 — are used.

The former provides estimates of the electrostatic, exchange-repulsion, induction, and short-range

dispersion contributions recovered in the various DFT methods, and the latter allows for the sepa-

ration of the induction contributions into polarization and charge-transfer components.

B.3 METHODOLOGY

The low-energy ring, cage, prism, and book isomers of(H2O)6 considered in this work are

depicted in FigureB1. All results are reported for structures optimized at the MP2/aug-cc-pVDZ10

level, under the constraint of rigid monomers. The exchange-correlation functionals examined,

include the BLYP,143,144 PW91,219 and PBE142 generalized-gradient (GGA)-type functionals, as

well as the B3LYP144,220–222 and PBE076 hybrid functionals, which contain a component of the

exact exchange. The BLYP, PW91, and PBE functionals have allbeen employed in simulations of

liquid water.206–209

The net interaction energy of a cluster withn monomers can be decomposed into one- through

n-body interactions, where the one-body term is due to the geometrical distortion of the monomers

upon incorporation into the cluster, and the 2- and 3-body interactions are defined by

∆E2 =
N−1

∑
i=1

N

∑
j=i+1

[E(i, j)−E(i)−E( j)] ( B.1)

and

∆E3 =
N−2

∑
i=1

N−1

∑
j=i+1

N

∑
k= j+1

[E(i, j,k)−E(i, j)−E(i,k)−E( j,k)+E(i)+E( j)+E(k)] ( B.2)
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Figure B1: Structures of the four low-energy isomers of(H2O)6 studied in this paper.

where E(i), E(i, j), and E(i, j,k) are, respectively, the energies of the monomeri, dimer (i, j), and

trimer (i, j,k) cut out of the full cluster.223–226 Analogous expressions exist for the 4- and higher-

body interaction energies. Then-body expansion is expected to converge rapidly for water clus-

ters,226–228 and as a result, we report 4+5+6-body interaction energies,obtained by subtracting the

2- and 3-body interaction energies from the net interactionenergies, rather than individual 4-, 5-,

and 6-body interaction energies.

The net interaction energies and the 2-, 3-, and 4+5+6-body contributions to the interaction

energies of the four(H2O)6 isomers were calculated using each of the above density functional

methods as well as using the HF, MP2, and CCSD(T) methods. (Due to the use of rigid monomers,

the one-body terms are zero.) The DFT calculations were performed using the aug-cc-pVTZ

(AVTZ)74,167 basis set, and the HF and MP2 calculations were performed using the aug-cc-pV5Z

(AV5Z)229 basis set. The CCSD(T)/AV5Z energies were estimated by combining CCSD(T) ener-

gies calculated with the aug-cc-pVDZ (AVDZ)74,167 basis set and MP2 energies calculated with

the AVDZ74,167 and AV5Z229 basis sets as described by EquationB.3:

E[CCSD(T)/AV5Z]≈ E[CCSD(T)/AVDZ ]+E[MP2/AV5Z]−E[MP2/AVDZ ] ( B.3)
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The SAPT procedure adopts as its initial wave function the product of the Hartree–Fock wave

functions of the non-interacting monomers, and uses perturbation theory to separate the various

terms comprising the interactions between monomers. Exchange effects are accounted for by

exchange of electrons between orbitals localized on different monomers. This gives a decompo-

sition of the net interaction energy into electrostatic, exchange-repulsion, induction, dispersion,

exchange-induction and exchange-dispersion contributions. Charge-transfer contributions are in-

corporated in the induction terms. For the various 2-body contributions, corrections due to in-

tramonomer correlation were also calculated.13 The SAPT calculations were carried out using

the AVTZ (2-body) and AVDZ (3-body) basis sets, and are free of basis set superposition errors

(BSSE).63

The LMO–EDA method is used to decompose the interaction energies into electrostatic,

exchange-repulsion, intermonomer correlation, and induction contributions.8 In the LMO–EDA

method, as applied to DFT, intermonomer correlation
(

EAB
c

)

is calculated using

EAB
c = Ec [ρAB]− (Ec [ρA]+Ec [ρB]) ( B.4)

whereρAB andρA/B denote the total Kohn–Sham charge densities of the dimer andthe two non-

interacting monomers, respectively. The intermonomer correlation can also be interpreted as the

short-range contribution to the dispersion energy. The ALMO–EDA method is used to dissect

the induction interactions into polarization and charger-transfer contributions, where polarization

refers to the distortion of the charge density of a monomer due to the electric fields from the other

monomers. Both the LMO–EDA and ALMO–EDA calculations were carried out using the AVTZ

basis set and included counterpoise corrections for BSSE. Although one can question whether

these decomposition procedures are fully consistent with the philosophy of density functional the-

ory, we believe that they can serve as valuable tools in assessing the performance of various DFT

functionals.

It should be noted that the exchange-repulsion energies consist of both exchange and repulsion

contributions. (In the DFT literature, it is common to report the exchange only portions of the
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exchange-repulsion energies.) At the Hartree–Fock level of theory, the 2-body exchange contribu-

tion is given in terms of the exchange integrals involving r−1
ij , wherei and j are identified with two

different monomers, whereas the repulsion contribution involves integrals over the kinetic energy

and electron-nuclear Coulombic operators, with the formerdominating.230

The MP2 geometry optimizations and single-point calculations of then-body energies were

performed usingGaussian03104 andMOLPRO,73 respectively. The ALMO–EDA calculations were

performed withQ-CHEM3.2,111 the LMO–EDA calculations were performed withGAMESS,132 and

the SAPT calculations were carried out with theSAPT2008231 andSAPT3b232 programs interfaced

with theATMOL1024233 integral and SCF routines.

B.4 RESULTS AND DISCUSSION

B.4.1 Net Interaction Energies

FigureB2 reports the net interaction energies of the four(H2O)6 isomers obtained at the vari-

ous levels of theory. As noted in previous studies, the MP2 and CCSD(T) interaction energies are

very similar.213,234,235 However, higher-order correlation effects do play a minor role, with the

prism, cage, and book isomers calculated to be, respectively, 0.4, 0.3, and 0.1 kcal mol−1 more

stable at the CCSD(T)/AV5Z than at the MP2/AV5Z level, whilethe stability of the ring isomer

is essentially unaffected by inclusion of higher-order correlation effects. At the CCSD(T) level of

theory the prism isomer is predicted to be the most stable andthe ring isomer the least stable, lying

1.6 kcal mol−1 higher in energy. All density functional methods considered predict the book and

ring isomers to be more stable than the prism and cage isomers, in agreement with the Hartree–

Fock calculations but in contrast to the MP2 and CCSD(T) calculations.

While the HF and BLYP calculations both predict the ring isomer to be about 2.2 kcal mol−1

more stable than the prism isomer, this energy difference drops to 1.7 kcal mol−1 with the B3LYP

functional and to only 0.8 kcal mol−1 with the PBE, PBE0, and PW91 functionals. Hence, it is

clear that there are factors other than the neglect of long-range dispersion interactions in the DFT
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Figure B2: Net interaction energies of the(H2O)6 isomers from different theoretical methods.

calculations contributing to the discrepancies between the net interaction energies calculated using

the CCSD(T) and DFT methods.

B.4.2 Two-body Energies

The 2-body energies for the four(H2O)6 isomers are reported in FigureB3. The PBE and

PBE0 functionals give 2-body energies fairly close to the CCSD(T) values, while the BLYP and

B3LYP functionals considerably underestimate and the PW91functional overestimates the 2-body

energies in magnitude. All methods considered — HF, MP2, CCSD(T), and DFT — predict the

relative stabilities to be ring< book< cage∼ prism when only 2-body energies are considered,

with the prism-ring energy difference being 1.1 kcal mol−1 for the HF method and 5.4 kcal mol−1

for the CCSD(T) method. The PW91, PBE, and PBE0 functionals give prism–ring 2-body energy

differences of 3.8–5.5 kcal mol−1, while the BLYP and B3LYP functionals give prism–ring 2-body

energy differences about three times smaller than the CCSD(T) result. The ensuing analysis of the
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Figure B3: 2-body interaction energies of the(H2O)6 isomers from different theoretical methods.

individual contributions to the 2-body energies provides insight into the origins of this behavior.

Figure B4 reports the electrostatic, exchange-repulsion, induction, and dispersion contribu-

tions to the 2-body interaction energies of the(H2O)6. The electrostatic energies from the HF

and SAPT calculations vary only slightly across the series of four hexamers. The inclusion of

intramonomer correlation corrections in the SAPT procedure weakens the electrostatic interaction

energies relative to their Hartree-Fock values by 1.0–1.5 kcal mol−1. With the SAPT method the

electrostatic energy for the prism isomer is about 1 kcal mol−1 more attractive than for the ring

isomer. The electrostatic interaction energies associated with the various density functional meth-

ods and determined using the LMO–EDA analysis fall within 2.5 kcal mol−1 of the SAPT results,

with the PBE0 functional giving electrostatic energies closest to the SAPT results. However, the

DFT methods give larger electrostatic energy differences (2.0–2.9 kcal mol−1) between the ring

and prism isomers than found in the SAPT calculations.

In the SAPT procedure inclusion of intramonomer correlation increases the exchange-

repulsion energies of each of the four(H2O)6 isomers by about 9 kcal mol−1 compared to their
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Figure B4: Electrostatics, exchange-repulsion, induction, and dispersion contributions to the 2-

body interaction energies of the(H2O)6 isomers calculated using different theoretical methods. For

the DFT methods the energy decomposition was accomplished using the LMO–EDA procedure.
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Figure B5: Polarization and charge-transfer contributions to the 2-body induction energies of the

(H2O)6 isomers. For the DFT methods the decomposition of the induction energies was accom-

plished using the ALMO–EDA procedure.
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Hartree–Fock values. The density functional methods all give larger exchange-repulsion ener-

gies (as deduced using the LMO–EDA analysis) than obtained from the SAPT calculations, with

the differences from the SAPT values being 0.5–0.8, 3.6–4.1, 5.7–6.7, 9.9–13.7, and 19.2–25.9

kcal mol−1 with the PBE0, PW91, PBE, B3LYP, and BLYP functionals, respectively. While the

trends in the exchange-repulsion energies for the PBE, PBE0, and PW91 functionals closely re-

produce that from the SAPT calculations, this is not the casefor the BLYP and B3LYP function-

als. Specifically, while the exchange-repulsion energy from the SAPT calculations is about a 1

kcal mol−1 larger for the ring than for the prism, the exchange-repulsion energies associated with

the BLYP and B3LYP functionals are significantly larger for the prism than for the ring isomer.

The SAPT calculations give 2-body induction energies about1 kcal mol−1 more negative than

the corresponding Hartree–Fock values, whereas LMO–EDA analysis with the hybrid and non-

hybrid functionals give, respectively, induction energies as much as 5–7 and 10–11 kcal mol−1

larger in magnitude than the SAPT values. The large discrepancy between the DFT and SAPT

values of the induction energies is a result of overestimation of charge-transfer contributions in the

DFT calculations. This is confirmed by using the ALMO–EDA procedure to dissect the induc-

tion contributions into polarization and charge-transfercontributions. (In analyzing these results

it should be kept in mind that induction energies obtained from the LMO–EDA and ALMO–EDA

transfer procedures differ slightly due to differences in the localization procedures used in the

two approaches.) The resulting 2-body polarization and charge-transfer contributions for the four

(H2O)6 isomers are reported in FigureB5, from which it is seen that the differences between the

DFT and SAPT values of the induction energies are indeed due to the overestimation of the charge-

transfer contributions in the former. As expected, this problem is somewhat less severe with the

hybrid functionals. The tendency of DFT calculations to overestimate charge-transfer contribu-

tions has been noted previously.236

FigureB4 also reports the 2-body dispersion contributions to the interaction energies calculated

using the SAPT procedure and extracted from the DFT energiesusing the LMO–EDA procedure.

The SAPT calculations give 2–body dispersion contributions to the interaction energies that range

from−20.7 kcal mol−1 for the ring isomer to−24.8 kcal mol−1 for the prism isomer. These results
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include contributions from exchange-dispersion as well asof changes in the dispersion energies re-

sulting from correlation of the isolated monomers. Interestingly, for the four isomers of(H2O)6

these two corrections to the dispersion energies approximately cancel. The LMO–EDA analysis

gives dispersion contributions to the interaction energies of −16.4 to −20.3 kcal mol−1 for the

PBE, PBE0, and PW91 functionals,−19.0 to −23.5 kcal mol−1 for the B3LYP functional, and

−21.8 to−27.3 kcal mol−1 with the BLYP functional, where the ranges indicate the spread as one

progresses from the ring to the prism isomers. Hence the LMO–EDA analysis demonstrates that

all functionals considered recover a significant fraction of the dispersion interactions between the

monomers of the(H2O)6 clusters, with the BLYP functional actually overestimating the dispersion

contributions. We have also carried out the LMO–EDA analysis using the local density approxi-

mation (LDA).237 With LDA, the calculated inter-monomer correlation energies are about two to

three times smaller than obtained with the GGAs and hybrid functional. This is a consequence of

the LDA functional capturing only local intermonomer correlation resulting from overlap of the

monomer charge distributions.

It is also of interest to examine how well the different functionals do at reproducing the SAPT

value of the difference between the 2-body dispersion energies of the ring and prism isomers. In

this context, we note that the PBE, PBE0, and PW91 functionals recover about two-thirds of the

4.1 kcal mol−1 dispersion energy difference between the ring and prism isomers calculated by the

SAPT procedure. The BLYP and B3LYP functionals, on the otherhand, overestimate the dif-

ference between the dispersion energies of the prism and ring isomers, giving values of 5.5 and

4.5 kcal mol−1, respectively. These results indicate that the incorrect ordering of the(H2O)6 iso-

mers obtained from calculations with the BLYP and B3LYP functionals is actually not due to their

inadequate treatment of dispersion, but rather, is due to other deficiencies (in particular, in the

exchange-repulsion energies) in these functionals.

B.4.3 Three-body Energies

It has been noted in several earlier studies that electron correlation effects are relatively unim-

portant for the 3- and higher-body interactions in water clusters.238–240 This is confirmed in Figure
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Figure B6: 3-body interaction energies of the(H2O)6 isomers from different theoretical methods.
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Figure B7: Exchange-repulsion, induction, and dispersioncontributions to the 3-body interaction

energies of the(H2O)6 isomers calculated using different theoretical methods. For the DFT meth-

ods the energy decomposition was accomplished using the LMO–EDA procedure.
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Figure B8: Polarization and charge-transfer contributions to the 3-body induction energies of the

(H2O)6 isomers. For the DFT methods the decomposition of the induction energies was accom-

plished using the ALMO–EDA procedure.
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B6 from which it is seen that the 3-body contributions calculated at the HF, MP2, and CCSD(T) lev-

els of theory are very close to one another. Of the density functionals considered, only the B3LYP

and PBE0 functionals give 3-body interaction energies within 1 kcal mol−1 of the CCSD(T) re-

sults. Most strikingly, the PBE and PW91 functionals give much larger differences between the

3-body interaction energies of the ring and prism isomers than obtained from the CCSD(T) calcu-

lations.

The 3-body interaction energies can be divided into exchange-repulsion, induction, and dis-

persion contributions. In the SAPT procedure, exchange-induction and exchange-dispersion are

incorporated in the induction and dispersion contributions, respectively. The 3-body exchange-

repulsion, induction, and dispersion contributions to theinteraction energies are reported in Figure

B7. The EDA/HF values of the 3-body exchange-repulsion energies are quite small for all four

isomers, being close to−0.5 kcal mol−1. The SAPT values for the 3-body exchange-repulsion

energies are 0.7–1.2 kcal mol−1 more negative than the corresponding EDA/HF results. Sincethe

3-body contributions calculated using the SAPT procedure do not include correlation corrections,

the small differences between the SAPT and EDA/HF values of the 3-body exchange-repulsion

energies are primarily consequences of our associating theentire 3-bodyδ (HF) corrections to

the SAPT 3-body induction and to differences in the localization procedures used in the two ap-

proaches. Thus the HF results should be the more appropriatereference in this case. The LMO–

EDA analysis indicates that the 3-body exchange-repulsionenergies from the DFT calculations

vary much more strongly along the ring–book–cage–prism sequence than do the corresponding

results from the Hartree–Fock calculations, with the trends found for the PW91, PBE, and PBE0

functionals and for the BLYP and B3LYP functionals being in opposite directions. The differences

between the HF and DFT values of the 3-body exchange-repulsion interaction energies grow along

the ring–book–cage–prism sequence, being as large as 5.8 kcal mol−1 for the prism isomer in the

case of the PW91 functional.

The SAPT calculations give 3-body induction energies 0.5–0.7 kcal mol−1 smaller in magni-

tude than the Hartree–Fock calculations. As for the 3-body exchange contributions, the EDA/HF

results are expected to be the more appropriate reference. All five density functional methods give
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3-body induction energies that are larger in magnitude thanthe HF values, with the deviation from

the HF results being on the order of 0.7 to 1.2 kcal mol−1 with the B3LYP and BLYP functionals,

but only about 0.3 to 0.7 kcal mol−1 with the PW91, PBE, and PBE0 functionals.

The polarization and charge-transfer contributions to the3-body induction energies were cal-

culated using the ALMO–EDA procedure and are reported in FigureB8. All functionals are found

to give values of the 3-body polarization energies close to the HF values, while the density func-

tional methods give 3-body charge-transfer energies 0.8–1.4 kcal mol−1 larger in magnitude than

the HF values, with the discrepancies from the HF values being less with the hybrid functionals.

The 3-body dispersion energies obtained with the various theoretical methods are reported in

FigureB7. The SAPT calculations give 3-body dispersion energies that are positive, ranging from

0.16 kcal mol−1 for the ring to 0.79 kcal mol−1 for the prism isomer. The corresponding results

from the LMO-EDA analysis with the BLYP and B3LYP functionals are also positive but much

larger in magnitude, e.g., for the prism isomer being as large as 2.12 and 1.63 kcal mol−1, respec-

tively. In contrast, for the PBE, PBE0, and PW91 functionalsthe LMO-EDA analysis gives 3-body

dispersion energies ranging from−0.24 to−0.68 kcal mol−1 for the water hexamers. Thus, none

of the functionals considered give 3-body dispersion energies in good agreement with the SAPT

results.

FigureB9 reports the net 4+5+6-body interaction energies from the various theoretical meth-

ods. With the CCSD(T) calculations these higher-body interaction energies range from−0.4

kcal mol−1 for the prism to−1.4 kcal mol−1 for the ring isomer. The BLYP and B3LYP func-

tionals give 4+5+6-body interaction energies close to the CCSD(T) results, while the PW91, PBE,

and PBE0 functionals give 4+5+6-body interaction energiesthat are too large in magnitude, espe-

cially for the cage and prism isomers. The LMO-EDA analysis reveal that the errors in the PW91,

PBE, and PBE0 values of the 4+5+6-body interaction energiesare largely due to the exchange-

repulsion contributions. Interestingly, for these three functionals the errors in the 4+5+6- and

3-body energies approximately cancel.
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Figure B9: 4+5+6-body interaction energies of the(H2O)6 isomers from different theoretical meth-

ods.

B.5 CONCLUSION

Two types of energy decomposition have been employed in analyzing the interaction energies

of selected low-energy isomers of(H2O)6 as described by several DFT and wavefunction-based

methods. Specifically, the net interaction energies were decomposed into their 2-, 3-, and 4+5+6-

body contributions, and each of these was further dissectedinto electrostatics, exchange-repulsion,

induction, and dispersion contributions. The latter decomposition was accomplished by means of

symmetry-adapted perturbation theory and localized molecular orbital EDA methods.

Of the functionals considered, the PBE0 functional gives net and 2-body interaction ener-

gies closest to the CCSD(T) results. However, none of the density functional methods, including

PBE0, do a good job at reproducing the CCSD(T) values of the 3-body interaction energies, al-

though the largest errors in the 3-body energies calculatedwith the PBE0 functional are only about

1 kcal mol−1 (for the cage and prism isomers), and these errors are largely canceled by errors in

the opposite direction in the 4+5+6-body interaction energies. It is relevant to note that Tkatchenko

and von Lilienfeld in a recent study of argon clusters and solid argon, have concluded that for these

systems the success of dispersion-corrected DFT methods is, in part, due to a partial cancelation
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between the errors in the 2- and 3-body contributions.241

The energy decomposition analysis reveal that, with the exception of the PBE0 functional, all

functionals considered have sizable errors in each of the individual contributions to the 2-body

interaction energies. Although the PBE0 functional gives electrostatic and 2-body exchange-

repulsion energies in close agreement with the SAPT values,it does have large errors in the 2-body

induction and dispersion energies, overestimating the former by 5.5–6.7 kcal mol−1 in magnitude

and underestimating the latter by about 4.3–6.3 kcal mol−1 in magnitude. These two errors approx-

imately cancel, with the result that the PBE0 functional gives 2-body interaction energies close to

the CCSD(T) results (although failing to give the correct energy ordering of the isomers). The

decomposition analysis also allows us to establish that themajor source of the error in the 3-body

energies from the density functional calculations derivesfrom the exchange-repulsion interactions.

The LMO–EDA procedure also indicates that none of the functionals properly describe the 3-body

dispersion interactions in the water clusters.

As noted in SectionB.2, several strategies have been devised to account for long-range dis-

persion contributions in DFT calculations. One of the challenges in correcting DFT methods

for dispersion is to avoid overbinding due to the deficiencies in the exchange-correlation func-

tional.180,242–244 Energy decomposition analysis, such as those used in the present study, provide

additional insight into the factors at play in the application of DFT methods to weakly interact-

ing systems. Specifically, the LMO–EDA calculations revealthat the choice of exchange func-

tional is important for establishing the magnitudes of the exchange-repulsion energies as well as

for the magnitude of the charge-transfer contributions to the interaction energy. All functionals

examined overestimate the magnitude of the charge-transfer contributions to the interaction ener-

gies of the water hexamers. This tendency has been observed previously for a variety hydrogen-

bonded complexes by Piquemalet al.236 who attributed it to the presence of self-interaction er-

rors. Since both exchange-repulsion and charge-transfer depend exponentially on intermolecular

separation, this problem can be partially remedied by adoption of an exchange functional which

results in overly repulsive exchange-repulsion contributions. For example, partial cancelation be-

tween these two sources of error occurs with the PBE functional where the errors in the 2+3-
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body exchange-repulsion and 2+3-body charge-transfer contributions to the hexamer interaction

energies (as judged by comparison with the SAPT results) are6.8 to 10.7 and−9.6 to −10.9

kcal mol−1, respectively. The PBE0 functional, on the other hand, gives exchange-repulsion en-

ergies close to the SAPT values, and thus will not benefit between cancelation of errors in the

exchange-repulsion and charge-transfer contributions. Obviously, the adoption of functionals em-

ploying exact exchange eliminates the problems caused by overestimation of charge-transfer from

the exchange term, but then results in exchange-repulsion energies close to the HF values, which,

in turn, are appreciably smaller than the SAPT values which are destabilized by correlation of the

monomers.

The second major “insight” gained from the comparison of theSAPT and LMO–EDA analysis

of the interaction energies of the(H2O)6 isomers is that GGA and hybrid functionals actually re-

cover a significant fraction (over 75%) of the intermonomer correlation energies in these systems.

In this work we have equated the intermonomer correlation energies recovered in the DFT calcula-

tions with short-range contributions to the dispersion energies. However, it is important to note that

what is meant by dispersion energy is interpreted differently by different researchers. For example,

in a recent paper it is stated that most popular density functionals completely neglect dispersion.245

Such a statement seems to be based on a definition in which onlythe long-range intermonomer

correlation contributions are regarded as dispersion. We have adopted a broader definition, con-

sistent with that used in the SAPT procedure, in which dispersion consists of all contributions to

the interaction energy involving simultaneous dipole-allowed electronic excitations from two (or

more) monomers (or atoms). With this more encompassing definition dispersion includes both

short-range and long-range contributions, and it is appropriate to refer to the correlation contribu-

tions deduced from LMO–EDA analysis as short-range dispersion contributions. The fact that the

LMO–EDA analysis with the BLYP functional gives dispersionenergies greater in magnitude than

those obtained from the SAPT calculations does not imply that the BLYP functional recovers long-

range dispersion contributions. Rather, it means that thisfunctional overestimates the short-range

intermonomer correlation effects.

We have also applied the LMO–EDA decomposition to PBE calculations on the argon dimer
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at its equilibrium geometry. In this case it is found that thedensity functional calculations recover

only about 30% of the dispersion energy obtained from SAPT calculations.246 This indicates that

the potential energy minima found for inert gas dimers with some GGA density functional methods

actually has two origins: (1) a non-physical contribution due to the exchange functional (which we

associate primarily with overestimation of charge-transfer) and (2) a physical contribution due to

recovery of short-range dispersion effects. We believe that this is an important observation since it

is generally assumed that such binding derives solely from deficiencies in the functional. We note

also that the overestimation of charge transfer partially compensating for underestimation of true

dispersion effects has been noted previously in the literature.236

In concluding, it is important to recall that it is not possible to precisely map correlation effects

in a wavefunction treatments onto correlation as describedby DFT calculations.247 In particu-

lar, we note that it has been established that LDA and GGA functionals recover some long-range

left-right correlation through their exchange functionals and that this is related to self-interaction

errors.247–249 Presumably, this recovery of left-right correlation is partially responsible for the

exchange-repulsion energies from DFT being closer to the SAPT than to the Hartree-Fock values.

On the other hand, the self-interaction error is accompanied by overestimation of charge transfer

in the DFT calculations which leads to an artificial attraction. This underscores the difficulty in

designing DFT methods for describing weakly bonded systems.
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APPENDIX C

A SECOND GENERATION DISTRIBUTED POINT POLARIZABLE WATER MO DEL

This work was published as∗: Revati Kumar, Fangfang Wang, Glen R. Jenness, and Kenneth

D. JordanThe Journal of Chemical Physics, 132, (2010), 014309-1–014309-12

C.1 ABSTRACT

A distributed point polarizable model (DPP2) for water, with explicit terms for charge-penetra-

tion, induction, and charge-transfer, is introduced. The DPP2 model accurately describes the in-

teraction energies in small and large water clusters and also gives an average internal energy per

molecule and radial distribution functions of liquid waterin good agreement with experiment. A

key to the success of the model is its accurate description ofthe individual terms in then-body

expansion of the interaction energies.

∗Reprinted with permission fromJ. Chem. Phys., 132, (2010), 014309-1–014309-12. Copyright 2010, American
Institute of Physics
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C.2 INTRODUCTION

Most Monte Carlo and molecular dynamics simulations are carried out using model poten-

tials (force fields)10,94,107,212,250–265 and, as a result, there is a continued interest in the develop-

ment of improved model potentials. The “holy grail” of research in this area is the development

of model potentials that are applicable over a wide range of conditions and for a wide range of

properties. There is a growing consensus that this requiresexplicit inclusion of many-body ef-

fects.93,94,107,258,264,266–270 Water, in particular, has been a hotbed of activity of model potential

development, with a large number of many-body polarizable potentials having been introduced

over the past few years.10,94,107,212,259–267,269,271–274 This is a consequence of the fundamental

importance of water in chemistry and biology as well as of theexpectation that approaches that

prove successful for describing the interactions in water can be carried over to other systems.

In recent years, several polarizable models of water parameterized to high-level electronic

structure calculations on small water clusters have appeared.10,107,212,254,260,273,275,276 These have

proven highly successful at describing a range of properties of water clusters as well as of bulk wa-

ter. However, studies from our group have revealed that evensome of the most successful of these

models do not perform well for water clusters with geometrical arrangements highly distorted

from those of the minimum energy structures of low-energy isomers of the neutral clusters. Such

distorted structures are encountered, for example, in(H2O)−n clusters and in complexes of water

clusters with anions.277,278

These considerations led our group to introduce a distributed point polarizable (DPP) model

designed to describe water clusters at both “normal” geometries as well as those encountered in

the charged clusters.10 This model is now an integral part of the excess electron-water cluster code

developed in our group.277,278 In the present study we introduce several improvements to the DPP

water model, with the new model being designated DPP2. In thefollowing sections we describe

the design of the new model and apply it to water clusters as large as(H2O)21 as well as to bulk

water.
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C.3 THEORETICAL METHODOLOGY

Before describing the DPP2 model, it is useful to summarize first the major features of the ear-

lier DPP model. The DPP model shares several features with the TTM2 models from the Xantheas

group.260,279,280 Specifically, both the DPP and TTM2 models (as well as the new DPP2 model)

employ the experimental geometry of the gas phase monomer (i.e., OH distances of 0.957̊A and

an HOH angle of 104.52◦, point charges of 0.5742e on the H atoms and−1.1484e on anM-site,

located on the rotational axis, displaced 0.25Å from the O atoms towards the H atoms, and three

mutually interacting, atom-centered point polarizable sites, with Thole-type281 damping between

the charges and induced dipoles and between the induced dipoles. The major differences between

the DPP and TTM2 models are:

1. Charge-charge interactions are damped in the latter but not in the former,

2. A slightly larger damping factor for the charge-induced dipole interactions is employed in the

DPP model, and

3. Repulsive (exponential) interactions are included between all atoms of different monomers in

the DPP model, whereas repulsive (inverse power law) interactions are employed between O

atoms only in the TTM2 model.

Both models also include dispersion interactions between the O atoms of different monomers, but

with these interactions being damped in the DPP model, but not in the TTM2 models.

By comparing with the results of large basis set MP2 calculations it has been found that overall

the DPP model performs better than the polarizable TTM and AMOEBA107 water models, espe-

cially for geometries encountered in the(H2O)−n clusters.10 (The AMOEBA model also employs

three mutually interacting atom-centered polarizable sites with Thole damping.) However, even

for a cluster as small as(H2O)6 the relative energies from the DPP model differ by as much as 0.8

kcal mol−1 from theab initio results. The primary motivation for the development of the DPP2

model is to achieve more accurate energies for water clusters, both at their local minima as well as

in distorted structures.

In designing the DPP2 model, use has been made of the results of symmetry-adapted pertur-
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Figure C1: The Smith dimer set.
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Figure C2: The variation of the charge on theM-site with the OH distance in the dimer.

bation theory (SAPT),11,12 absolutely localized molecular orbitals energy decomposition analysis

(ALMO–EDA),9 and CCSD(T)95 calculations on the water dimer as well as of CCSD(T) calcu-

lations of the three-body energies of four isomers of (H2O)6. The SAPT procedure is used to

dissect dimer interaction energies into electrostatic, exchange-repulsion, induction, and dispersion

contributions. Because the SAPT procedure does not separate the induction into separate polariza-

tion and charge-transfer (CT) contributions, use has been made of the EDA procedure inQChem111

to calculate the charge-transfer contributions. Althoughthe separation of induction into charge-

transfer and polarization contributions is not unique, theEDA procedure has been found to give

physically reasonable values for the charge-transfer contributions and to give results that are not

strongly basis set dependant.9

The individual contributions to the interaction energies were used, as described below, in pa-

rameterizing the DPP2 model which, by design, is a rigid monomer model. In future work we plan

to extend the DPP2 model to allow for monomer relaxation.
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Table C1: Parameters in the DPP2 model.

Interaction Parameter Value Units

Dispersion COO −277.21 kcal mol−1Å6

δOO 31.92 Å−1

COH −131.49 kcal mol−1Å6

δOH 3.7738 Å−1

CHH −25.96 kcal mol−1Å6

δHH 10.98 Å−1

Charge-transfer ACT −1107.7 kcal mol−1

BCT 3.70976 Å−1

Charge-penetration λ −2.9957 Å−1

Induction αO 1.22 Å3

αH 0.28 Å3

aDD (Dipole-Dipole damping) 0.30

aCD (Charge-Dipole damping) 0.21

Repulsion AOO 369.0 kcal mol−1

BOO 4.99867 Å−1

AOH 5373.9 kcal mol−1

BOH 3.52188 Å−1

AHH 2101.05 kcal mol−1

BHH 3.20194 Å−1

97



Figure C3: Electrostatic energies (kcal mol−1) from the SAPT procedure and the DPP and the

DPP2 models for the ten Smith dimers.

Figure C4: Electrostatic energy (kcal mol−1) as a function of the OO distance for the water dimer.

Results are reported for the SAPT procedure and for the DPP, DPP2, and GDMA models. The

differences between the GDMA and SAPT results provides estimates of the charge-penetration

contributions.
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Figure C5: Binding energies (kcal mol−1) of the ten Smith dimers. Results are reported for the

DPP model and DPP2 models as well as from CSSD(T)/AV5Z calculations.
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C.3.1 Electrostatics

Most force fields for water use three point charges to model the charge distribution of the

monomer. The limitations of such simple models for describing the electrostatic interactions be-

tween water molecules at distances typically encountered in clusters and the bulk are well appre-

ciated, and, not surprisingly, several recent water models(e.g., AMOEBA107 and ASPW4282) use

atom-centered distributed multipole expansions, or additional off-atom charge sites (e.g.,

SAPT5s283 and CC-pol212). However, even these improved representations of the electrostatics

do not account for charge-penetration,93 which can, in fact, be more important for the energet-

ics than expanding the number of point charges or adopting higher atom-centered multipoles.284

Piquemal and co-workers have developed a Gaussian electrostatic model (GEM)285which includes

explicit terms for the effects of charge-penetration and have incorporated it in their SIBFA force

field.267,269 Charge-penetration has also been included in the effectivefragment model of Freitag

and co-workers.286

In the DPP2 model we retain the use of three charge sites, but introduce charge-penetration

using a procedure of Piquemalet al.284 In this approach the electrostatic interaction between the

point charges, qi and qj associated with two water monomers is given by

Ees=
q∗i (rij )q∗j (rij)

rij
( C.1)

where q∗i (rij)) is related to qi as follows:

q∗i (rij ) = 2qi −
{

Zi − [Zi −qi ]

[

1−exp

(

λ rij Zi

Zi −qi

)]}

( C.2)

In Equation C.2, Zi is the number of valence electrons associated with atomi, i.e, 1 for H and 6

for O and can be viewed as the effective nuclear charge. As in the TTM2-R and DPP models, qH

is taken to be 0.5742e, and the countering negative charge of−1.1484e is located on theM-site.

The +6 charge associated with the O nucleus, is also displaced to theM-site. The value of theλ

parameter was obtained by least-squares fitting the electrostatic energies from SAPT calculations

on the ten stationary points on the water dimer potential energy surface (the so-called Smith dimer

set)287 depicted in FigureC1. The value ofλ and of the other parameters in the DPP2 model are
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summarized in TableC1.

The charge-penetration, or de-shielding effect, is greater for the O atoms (M-sites in our model)

than for the H atoms. In FigureC2 we plot the charge at theM-site of the acceptor monomer as a

function of the distance between the associated O atom and the donor H atom of the other monomer

(the dihedral angles defining the relative orientation of the two monomers are fixed at their equi-

librium values). Although the changes of the effective charges are quite small at the equilibrium

geometry of the dimer, they do lead to a 2.4 kcal mol−1 enhancement of the electrostatic interac-

tion energy.

Figure C3 compares, for the Smith set, the electrostatic energies from the DPP and DPP2

models with those from the SAPT calculations, and FigureC4shows the corresponding results for

the water dimer as a function of the OO distance, keeping the dihedral angles fixed at the opti-

mized values for the equilibrium geometry. As expected, andin agreement with Piquemalet al.,

the electrostatic energies are much better represented by the DPP2 model which includes charge-

penetration than by the DPP model which does not. Still, the DPP2 value of the electrostatic

interaction for the structure IX of the Smith set is about 1.7kcal mol−1 less attractive than that

obtained from the SAPT calculations. However, the errors inthe DPP2 values of the electrostatic

energies are largely compensated for by the exchange-repulsion term, described below, and the

total interaction energies calculated with the DPP2 model are, in fact, very close to the CCSD(T)

results, with the largest discrepancy for the Smith dimers being only 0.3 kcal mol−1 (see Figure

C5).

FigureC4also includes the electrostatic energies for the dimer obtained from a distributed mul-

tipole expansion employing on all atoms multipoles throughthe quadrupole and determined from

a GDMA analysis103,288 of the MP2/AVTZ74,167 charge density. From this figure it is seen that

the DDP2 model is more successful than the GDMA model, which neglects charge-penetration,

at reproducing the electrostatic energies from the SAPT calculations. At the limit of rij tending

to zero, EquationC.2 is no longer physical. However as can be seen from FigureC4, the DPP2

model does extremely well at reproducing the SAPT electrostatic interaction energy in the water

dimer at OO distances as short as 2.4Å.
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Table C2: Components of the molecular polarizability (Å3) of the water monomera .

Component DPP DPP2 Experiment289

αxx 1.62 1.57 1.53

αyy 1.29 1.36 1.42

αzz 1.37 1.44 1.47

αaverage 1.43 1.46 1.47
a The monomer is oriented in thexzplane, with the principal axis along the z-axis

C.3.2 Polarization

The DPP2 model, like the DPP, TTM2, and AMOEBA models, uses mutually interacting atom-

centered point polarizable sites, with Thole-type dampingbetween the charges and induced dipoles

and between the induced dipoles, to describe the polarization interactions. In the DPP, TTM2, and

AMOEBA models the values of the atomic polarizabilities were taken from the work of Thole,281

while the damping coefficients were modified from Thole’s values to give a better fit to theab initio

values of the cluster energies. In the DPP model, the coefficient damping the interactions between

the induced dipoles was adjusted so that the model gives three-body energies for the book, prism,

cage, and ring isomers of(H2O)6 close to those from MP2/AVTZ calculations.

In the DPP2 model we have re-adjusted the atomic polarizabilities (keeping the same damping

constants as the DPP model) to give, simultaneously, the best fit to the atomic polarizability com-

ponents of the water molecule and the three-body energies (evaluated at the CCSD(T)/AV5Z74,167

level) of the four low-lying isomers of the hexamer. The three-body energy of each hexamer was

obtained by considering each trimer contained in the hexamer and evaluating its three-body inter-

action energy from

E3Body
ABC = EABC − (EAB +EAC +EBC)+(EA +EB +EC) ( C.3)
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where the energies of the trimer, dimers, and monomers are given by Eijk , Eij , and Ei , respectively.

The net three-body energy of the hexamer is then calculated by adding the three-body energies

of all constituent trimers. The molecular polarizabilities of the water monomer as described by

the DPP and DPP2 models and from experiment are summarized inTable C2, and the atomic

polarizabilities and damping constants are summarized in TableC1. Interestingly, the values of the

atomic polarizabilities employed in the DPP2 model and optimized as described above are close to

those used in the recently introduced TTM4-F water model of Burnhamet al.276

In the remainder of this subsection the procedure used to calculate the polarization energy is

described. The induced dipoleµi on atomi with polarizabilityαi is given by:

µi = αi

[

Ei +∑
j 6=i

T ij ·µj

]

( C.4)

whereEi is the electric field defined as

Ei = ∑
j 6=i

f3(rij )
q∗j (rij)~rij

r3
ij

( C.5)

The summation in EquationC.5 involves all partial charges, q∗j
(

rij
)

(as defined by EquationC.1)

on molecules other than the one containing sitei. The dipole tensorT ij is a 3×3 matrix whose

elements are:

Tβγ
ij = f5(rij)

3rβij r
γ
ij

r5
ij

− f3(rij )
δβγ

r3
ij

( C.6)

whereβ andγ denote the Cartesian components x,y, or z,δβγ corresponds to the Kroneckerδ

function, and the Thole-type damping functions f3(rij ) and f5(rij) are given by

f3(rij) = 1−exp

(

−a
r3
ij

(αiαj)
1
2

)

( C.7)

and

f5(rij) = 1−
(

1+a
r3
ij

(αiαj)
1
2

)

exp

(

−a
r3
ij

(αiαj)
1
2

)

( C.8)
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Figure C6: Charge-transfer energy (kcal mol−1) of the water dimer as a function of the distance

between the monomera with fixed flap angles. The results were obtained from an EDA analysis.

Separate values of the damping constanta are employed for the charge-dipole and dipole-dipole

interactions. The induced dipoles are solved iteratively,and the induction energy is given by

Epol =−0.5∑
i

Ei ·µi ( C.9)

As mentioned earlier, the charges employed in the electric field evaluation are given by Equa-

tion C.2 and thus take into account the effect of charge-penetration. However, the inclusion of

charge-penetration causes only small changes (≤ 0.1 kcal mol−1) in the polarization energies of

the hexamer.

C.3.3 Charge-Transfer

FigureC6 reports the charge-transfer contribution to the interaction energy of the water dimer

as a function of the OO distance. These results were obtainedfrom an ALMO–EDA analysis of the
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Hartree–Fock/AVTZ wavefunctions. At the equilibrium geometry of the water dimer, the charge-

transfer contribution to the interaction energy estimatedfrom the ALMO–EDA analysis is−0.9

kcal mol−1, which is nearly 20% of the net interaction energy. For this reason it was decided to

include a term to account explicitly for two-body charge-transfer contributions in the DPP2 model.

This was accomplished by fitting the EDA values of the charge-transfer energies of the dimer at

several values of the OO separation to exponentials in the intermolecular distances between H and

O atoms of the different monomers,i.e.,

ECT =−Act∑
i,j

exp
(

−BctrOiHj

)

( C.10)

In the DPP2 model the net induction energies are given by the sum of the charge-transfer

energies estimated by EquationC.10 and the polarization energies calculated using the point-

inducible dipoles as described in SectionC.3.2. FigureC8 compares for the Smith dimer set the

induction energies from the SAPT calculations and from the DPP and DPP2 models. Two sets of

SAPT results are included, SAPT(a) which includes only the induction terms explicitly calculated

by the SAPT procedure, and SAPT(b) which includes also theδ (HF) corrections231 which recover

the higher-order induction and exchange-induction interactions not recovered in the perturbative

SAPT analysis.

Overall, for the Smith dimer set the DPP2 model more closely reproduces the SAPT(a) results

for the induction energies than does the DPP model. The largest discrepancies between the DPP2

and SAPT(a) results are for the symmetrical bridging structures V and VI, for which the DPP2

contributions are about 0.3 kcal mol−1 more negative, primarily due to an overestimation of the

magnitude of the charge-transfer contributions for these structures. On the other hand, the largest

discrepancy between DPP2 and SAPT(b) induction contributions for the Smith dimer set is for the

global minimum where the discrepancy is 0.5 kcal mol−1 (with the DPP2 value being smaller in

magnitude).

Much of the discrepancy between the DPP2 and SAPT two-body induction energies derives

from limitations of a model potential employing only three point charges to describe the charge
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distribution of the monomer and only point inducible dipoles to describe the polarization. In any

case, the fact that the DPP2 model slightly underestimates the induction energies from SAPT

calculations is, to a large extent, compensated by the approach used to determine the exchange-

repulsion terms in the DPP2 model (discussed in SectionC.3.5).

C.3.4 Dispersion interaction

In the DPP2 model the dispersion interaction between two monomers is represented as

Ed =
COOf (rOO,δOO)

r6
OO

+∑
i,j

COHf
(

rOiHj ,δOH

)

r6
OiHj

+∑
i,j

CHHf
(

rHiHj ,δHH

)

r6
HiHj

( C.11)

where the f(r,δ ) factors are the Tang–Toennies damping functions,290 and the C andδ parameters

were obtained by fitting to dispersion energies (dispersion+ exchange-dispersion) from SAPT

calculations for a set of dimer structures generated starting with the equilibrium structure of the

dimer, and scanning along the OO distance, optimizing the flap angles (see FigureC9) for each OO

distance. The SAPT dispersion contributions were evaluated at second-order perturbation theory

and the induction-dispersion and the exchange-induction-dispersion contributions which appear at

third order, essentially cancel.291

FigureC10compares the SAPT, DPP, and DPP2 values of the dispersion energies for the Smith

dimer set. Overall, the dispersion energies, calculated using the DPP2 model closely reproduce

those from the SAPT calculations, with the largest discrepancies being for structures IV, V, and

VI, for which the DPP2 model gives the dispersion contributions 0.2–0.3 kcal mol−1 too small in

magnitude. This is a significant improvement over the earlier DPP model. We also considered

models with only OO dispersion or only OH dispersion, but that these proved to be inferior to the

DPP2 model which allows for dispersion interactions between all atoms of different monomers.
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Figure C7: Induction energies (kcal mol−1) of the water dimer as the OO distance is scanned

keeping the flap angles fixed at the values for the equilibriumstructure of the water dimer. Results

are reported for the third-order SAPT procedure and for the DPP and DPP2 models. The SAPT

results are reported without (a) and with (b) theδ (HF) corrections.
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Figure C8: Induction energies (kcal mol−1) for the ten Smith dimers. Results are reported for the

SAPT procedure and for the DPP and DPP2 models. The SAPT results are reported with (a) and

without (b) theδ (HF) corrections.

Figure C9: Definition of the the flap anglesθa andθb for the water dimer.
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Figure C10: Dispersion energies (kcal mol−1) for the ten Smith dimers. Results are reported for

the SAPT procedure and for the DPP and DPP2 models.
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Figure C11: Exchange-repulsion energy (kcal mol−1) of the water dimer as a function of the OO

distance, keeping the angles fixed at their values for the equilibrium structure of the dimer. Results

are reported for the SAPT procedure and for the DPP and DPP2 models.
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Figure C12: Exchange-repulsion energies (kcal mol−1) for the ten Smith dimers from SAPT cal-

culation and from the DPP and DPP2 models.

C.3.5 Exchange-Repulsion

The exchange-repulsion between two water monomers in the DPP2 model is represented as

Eex−rep= AOOexp(−BOOrOO)+AOH∑
i,j

exp
(

−BOHrOiHj

)

+AHH ∑
i,j

exp
(

−BHHrHiHj

)

( C.12)

Although the parameters in this expression could be determined by fitting to the SAPT

exchange-repulsion contributions, the success of the model at predicting net interaction energies is

enhanced by adopting instead the following procedure. Approximate CCSD(T)/AV5Z calculations

were carried out for a set of 15 dimer structures generated byperforming a scan in the OO distance

(from 2.4 to 4.0Å), keeping the flap angles (FigureC9) fixed at their equilibrium geometry values,

as well as for 15 dimer structures with OO distances of 2.8, 2.9, and 3.0Å with the angleθa

scanned from 10◦ to 50◦, keepingθb (see FigureC9) fixed at the value optimized for the potential

energy minimum. At each of these geometries, the electrostatic, induction, and dispersion con-

tributions from the DPP2 model were subtracted from the CCSD(T) interaction energies, and the

resulting energy differences were then used to fit the parameters in the repulsive potential.
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The approximate CCSD(T)/AV5Z energies used in this procedure were obtained by combin-

ing the MP2 energies calculated with the AVTZ and AV5Z basis sets, with the CCSD(T)/AVTZ

energies using

E(CCSD(T)/AV5Z)≈ E(CCSD(T)/AVTZ)+E(MP2/AV5Z)−E(MP2/AVTZ) ( C.13)

Explicit corrections for basis set superposition error (BSSE)63 were not applied as BBSE is negli-

gible with the AV5Z basis set.

FigureC11compares the exchange-repulsion energies for the water dimer obtained from the

DPP and DPP2 models as well as from the SAPT calculations. TheDPP2 model is seen to closely

reproduce the SAPT results even though the DPP2 exchange-repulsion energies were not fit to

the SAPT exchange-repulsion energies. For small OO distances the DPP2 repulsion energies are

slightly smaller than the SAPT exchange-repulsion energies. This is a consequence of the fact that

the repulsive term in the DPP2 model is also compensating forthe small errors in the electrostatics

and induction energies (including theδ (HF) terms) as represented in the DPP2 model. Figure

C12 reports the DPP and DPP2 exchange-repulsion energies as well as the SAPT values for the

ten Smith dimers. The DPP2 model again performs significantly better than the DPP model in

representing the exchange-repulsion energies.

The potential energy curves for the water dimer, calculatedusing the CCSD(T) procedure and

from the DPP2 model, are shown in FigureC13. Overall, the agreement between the DPP2 and

CCSD(T) potential energy curves is excellent, although compared to the CCSD(T) potential, the

DPP2 potential is slightly more attractive for R≤ 2.85Å and slightly less attractive for R≥ 2.9 Å.

Compared to some recent parameterizations of water force fields, we have used a relatively

small set of dimer structures. Specifically, the Smith dimerset was used to determine theλ pa-

rameter in the charge-penetration term, and the parametersin the exchange-repulsion, dispersion,

and charge-transfer terms in the model were all determined from electronic structure calculations

on structures generated from scans about the dimer equilibrium structure. As will be seen below

the DPP2 model is successful at describing water clusters ina wide range of structures. Thus, it

appears that the strategy of parameterizing separately theelectrostatic, induction, charge-transfer
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and exchange-repulsion terms to energies fromab initio energy decomposition analysis requires

fewer geometrical structures than global fits of potentials.

C.4 TESTING THE DPP2 MODEL

To test the performance of the DPP2 model, the interaction energies of the ten Smith dimers

(FigureC5), four low-energy isomers of(H2O)6, and two low-energy isomers of(H2O)21 were

calculated. In addition, calculations were also carried out for five neutral(H2O)6 clusters at

geometries of(H2O)−6 isomers. For the Smith dimer set and for the(H2O)6 isomers, geome-

tries optimized at the MP2/AVTZ level with rigid monomer constraints were employed. For the

(H2O)−6 species the geometries were taken from Reference278, where they were optimized using

the AVDZ74,167 basis set augmented with diffuses andp functions to describe the weakly bound

excess electron. For the(H2O)21 isomers we started with the fully optimized RI–MP2292/AVDZ

structures of Cuiet al.293 and adjusted the internal angles and bond lengths of the monomers to

the monomer gas-phase values. For each of the hexamer structures, the two- and three-body con-

tributions and the net interaction energies were calculated using the approximate CCSD(T)/AV5Z

method described above (except that the CCSD(T)/AVDZ and MP2/AVDZ energies were used in

place of the CCSD(T)/AVTZ and MP2/AVTZ energies, respectively). The interaction energies of

the two isomers of(H2O)21 were calculated at the RI–MP2/AVQZ level.

The geometry optimizations were carried out usingGaussian03,104 and the single-point RI–

MP2 and CCSD(T) calculations were done withMOLPRO73 andACES,294 respectively. The SAPT

calculations were carried out with theSAPT2008 program,231,295 and the ALMO–EDA analyses

were performed usingQChem.111

Finally, the DPP2 model potential was used to perform NVT Monte Carlo simulations on liq-

uid water atT = 298 K. The simulations used a cubic box, of length 19.728Å, containing 256

molecules (which corresponds to a density of 0.996 g cc−1),256 replicated by means of periodic

boundary conditions. Long-range interactions were treated with a spherical cutoff of 9.5̊A. The
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Figure C13: Comparison of the potential energy curve of the water dimer, with flap angles fixed to

their equilibrium values, from CCSD(T)/AV5Z calculationsand the DPP2 model.

Table C3: Interaction energies (kcal mol−1) of four low-energy isomers of(H2O)6.

Method Ring Book Cage Prism RMSDa

Dang–Chang −39.04 −39.15 −39.06 −39.38 5.50

AMOEBA −44.03 −44.62 −44.58 −44.62 0.47

TTM3-F −40.56 −41.23 −42.03 −42.21 3.12

DPP −44.03 −44.65 −45.34 −45.30 0.24

DPP2 −43.47 −44.47 −45.25 −45.22 0.11

MP2 −43.75 −44.38 −44.86 −44.84 0.26

CCSD(T) −43.64 −44.49 −45.12 −45.26 0.00

a RMSD values are reported relative to the CCSD(T)/AV5Z results
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Table C4: Two-body energies (kcal mol−1) of four low-energy isomers of the water hexamer.

Method Ring Book Cage Prism RMSDa

Dang–Chang −30.40 −32.70 −34.00 −33.74 5.22

AMOEBA −32.48 −35.46 −37.26 −37.70 0.63

TTM3-F −33.85 −36.08 −37.83 −37.66 0.57

DPP −33.66 −35.90 −37.91 −38.20 0.39

DPP2 −32.34 −35.65 −37.98 −37.98 0.38

CCSD(T) −32.93 −36.01 −38.15 −38.26 0.00
a RMSD values are reported relative to the CCSD(T)/AV5Z results

Table C5: Three-body energies (kcal mol−1) of four low-energy isomers of the water hexamer.

Method Ring Book Cage Prism RMSDa

Dang–Chang −7.30 −5.80 −4.76 −5.17 1.79

AMOEBA −10.76 −9.30 −8.09 −7.65 1.43

TTM3-F −5.79 −4.73 −4.03 −4.24 2.87

DPP −8.80 −7.73 −6.90 −6.59 0.30

DPP2 −9.25 −7.83 −6.81 −6.66 0.15

CCSD(T) −9.30 −7.75 −6.59 −6.47 0.00
a RMSD values are reported relative to the CCSD(T)/AV5Z results
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Figure C14: Structures of four low energy minima of the waterhexamer.

simulations were carried out for 0.5×106 Monte Carlo moves. Test calculations with the TIP4P,256

SPCE,255 and TIP3P256 models showed that for the properties calculated in this study, the use of

a cutoff introduced negligible errors compared with simulations with an Ewald296 treatment of the

long-range electrostatics.297

C.4.1 Hexamers

The two-body, three-body, and net interaction energies calculated using the DPP, DPP2,

TTM3-F,298 AMOEBA, and Dang–Chang models for the four low-lying local minima of the neu-

tral (H2O)6 cluster (FigureC14) are compared with the corresponding CCSD(T) results in Tables

C3, C4, andC5, respectively. TTM3-F is the latest in the TTM series of models developed by

Xantheas and co-workers. The TTM3-F model, unlike the earlier TTM2 models, but in common

with the Dang–Chang model, employs only a single polarizable site. The results in these tables

were obtained using the MP2 optimized geometries (with frozen monomers) to eliminate differ-
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Figure C15: Five low-energy stationary points of(H2O)−6 .

Table C6: Total interaction energies (kcal mol−1) of four low-energy isomers of the water hexamer

at the optimized geometries for each method.

Method Ring Book Cage Prism RMSDa

Dang–Chang −39.39 −40.43 −40.85 −41.00 4.21

AMOEBAb −43.52 −44.58 −44.90 −44.54 0.38

TTM3-Fb −41.13 −41.94 −42.80 −43.22 2.36

CC-polc −42.91 −43.90 −44.75 −45.41 0.51

DPP −44.43 −45.12 −45.95 −46.02 0.76

DPP2 −43.58 −44.89 −45.90 −45.75 0.50

CCSD(T) −43.64 −44.49 −45.12 −45.26 0.00

a RMSD values are reported relative to the CCSD(T)/AV5Z results
b Using rigid monomer optimization

c Vibrationally averaged monomer geometries are employed212
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Table C7: Relative energies (kcal mol−1) of the neutral water hexamer at geometries of the(H2O)−6

isomers. Calculations carried out using geometries from Reference278, with the exception of CC-

pol for which vibrationally averaged monomer geometries are employed (Reference212).

Method BK-N CA1 PR1 TS1 OP1-AA RMSDa

Dang–Chang 0.00 2.07 1.09 5.29 6.08 1.53

AMOEBA 0.00 2.45 1.51 8.18 9.37 0.56

TTM3-F 0.00 1.26 0.21 4.60 5.99 1.82

CC-pol 0.00 1.76 0.11 6.2 7.83 0.80

DPP 0.00 1.88 0.62 6.26 8.15 0.59

DPP2 0.00 1.98 0.84 6.88 8.72 0.20

CCSD(T) 0.00 1.98 1.12 7.18 8.93 0.00
a The RMSD values are reported relative to the CCSD(T)/AV5Z results

ences that would result using different geometries for the different approaches.

For both the net interaction energies and for the two- and three-body contributions, the best

agreement with the CCSD(T) results is obtained with the DPP2model. In particular, for the total

energies, the RMSD values (using the CCSD(T) results as the reference) are 5.50, 3.12, 0.47, 0.24,

and 0.11 kcal mol−1 with the DC,94 TTM3-F,298 AMOEBA, DPP, and DPP2 models, respectively.

Equally important as a model’s ability to predict absolute energies is its ability to predict prop-

erly the relative energies. Thus it is noteworthy that the TTM3-F model, even though it con-

siderably underestimates the magnitudes of the net interaction energies, does an excellent job at

predicting the relative energies of the local minima of the(H2O)6 isomer test set. In particular,

the RMSD error for the relative energies predicted by the TTM3-F model is only 0.16 kcal mol−1,

while that for the DPP2 model is 0.11 kcal mol−1.

TableC3 also reports the interaction energies calculated at the MP2/AV5Z level of theory. In-

terestingly, while high-order correlation effects beyondthose recovered at the MP2 level stabilize
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the cage, prism, and book isomer by 0.1–0.4 kcal mol−1, they destabilize the ring isomer by 0.1

kcal mol−1. From TableC4 it is seen that the AMOEBA, TTM3-F, DPP, and DPP2 models are all

quite successful at predicting the CCSD(T) two-body energies, with the RMSD errors being 0.63,

0.57, 0.39, and 0.38 kcal mol−1, respectively. The situation is quite different for the three-body

energies (TableC5), for which the DPP and DPP2 models give results much closer to the CCSD(T)

calculations than do the AMOEBA, Dang–Chang, and TTM3-F models, with the AMOEBA model

considerably overestimating and the Dang–Chang and TTM3-Fmodel considerably underestimat-

ing the three-body energies in magnitude.

The geometries of the four(H2O)6 isomers were also optimized, under the constraint of rigid

monomers, using each of the model potentials considered above as well as using the CC-pol

model,212 which employs monomer bond lengths and angles that correspond to the vibrationally-

averaged gas-phase monomer. The resulting interaction energies are tabulated in TableC6. When

geometries optimized with each method are employed the RMSDerrors in the net interaction ener-

gies are 4.21, 0.38, 2.36, 0.51, 0.75, and 0.50 kcal mol−1 for the Dang–Chang, AMOEBA, TTM3-

F, CC-pol, DPP, and DPP2 models, respectively. While these results suggest that the AMOEBA,

CC-pol, and DPP2 models all perform quite well at describingthe net interaction energies when

geometries optimized with each model are employed, the DPP2model is the most successful of

these at reproducing the CCSD(T) values of the relative energies.

A key motivation for the development of the DPP and DPP2 watermodels is to describe ac-

curately water clusters in the highly distorted structuresencountered in the presence of excess

electrons or anions. To this end, we have also examined five(H2O)6 clusters with geometries

corresponding to those for selected low-energy isomers of(H2O)−6 (FigureC15).278 For these

geometries, the interaction energies have been calculatedusing the CCSD(T)/AV5Z approach de-

scribed above as well as using the DC, TTM3-F, AMOEBA, DPP, and DPP2 models. We also

calculated the interaction energies using the CC-pol modelwith the monomer bond-lengths and

bond angles adjusted to the CC-pol values.

The relative energies of this group of(H2O)6 structures are reported in TableC7, from which

it is seen that the DPP2 model most closely reproduces the CCSD(T) results, with a RMSD error

118



Figure C16: Structures of two isomers of the(H2O)21 cluster.

in the relative energies of only 0.20 kcal mol−1. For the AMOEBA and CC-pol models the RMSD

errors are 0.59 kcal mol−1 and 0.80 kcal mol−1, respectively, whereas the TTM3-F model, which

performed quite well for the relative energies of the local minima of neutral(H2O)6, fares much

poorer, with a RMSD error of 1.8 kcal mol−1. In order to check that the geometry differences are

not the major factor responsible for the differences between between the CC-pol and CCSD(T)

results, we also calculated CCSD(T)/AV5Z interaction energies for the BK-N and PR1 isomers

using the CC-pol geometries, generated as described above.For these geometries, the CCSD(T)

calculations give an energy difference of 1.39 kcal mol−1 between the two isomers, whereas the

CC-pol model predicts that the two isomers are separated by only 0.11 kcal mol−1. Hence, even as

sophisticated a model as CC-pol does not fare well in describing water clusters at the geometries

into which they are distorted by an excess electron.

C.4.2 (H2O)21

In this section, two low-energy isomers of(H2O)21 are examined to determine whether the

good performance of the DDP2 model found for(H2O)2 and (H2O)6 persists for appreciably

larger clusters. The two isomers considered have very different structures (see FigureC16). The
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Table C8: Interaction energies (kcal mol−1) of isomersA andB of the(H2O)21 cluster calculated

using different model potentials. All results for MP2/AVDZoptimized structures, modified as

described in the text.

Isomer

Method A B

Dang–Chang −191.75 −192.61

AMOEBA −209.22 −214.27

TTM3-F −202.53 −202.26

CC-pol −216.64 −219.09

DPP −217.60 −220.90

DPP2 −214.85 −217.41

RI–MP2a −213.00 −215.80
a Obtained using the AVQZ basis set
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Table C9: Three-body energies (kcal mol−1) of isomersA and B of (H2O)21. All results for

MP2/AVDZ optimized structures, modified as described in thetext.

Isomer

Method A B

Dang–Chang −31.16 −33.37

AMOEBA −41.70 −45.44

TTM3-F −27.24 −28.56

CC-pol −35.52 −38.83

DPP −36.24 −38.49

DPP2 −38.27 −40.61

RI–MP2a −39.31 −41.47
a RI–MP2 results from Reference226

geometries used are taken from Reference226, but with the OH bond lengths and HOH angles of

the monomers “restored” to their gas-phase values. The energies of the two isomers were calcu-

lated at the RI–MP2/AVQZ level and with the DPP, AMOEBA, DC, TTM3-F, CC-pol, and DPP2

model potentials. For calculation with the CC-pol model theOH bond lengths and HOH angles of

the monomers were adjusted to the values employed in that model. From TableC8 it is seen that

for these two(H2O)21 isomers the DPP2 model gives net interaction energies within 2 kcal mol−1

of the RI–MP2/AVQZ values, whereas the AMOEBA and CC-pol results differ by as much as

3.8 kcal mol−1 from the RI–MP2 results. (The TTM3-F interaction energies differ by up to 13.5

kcal mol−1 from the RI–MP2 results). For both isomers the DPP2 model predicts stronger cluster

binding than do the RI–MP2/AVQZ calculations.

The DPP2 model predicts isomerB to be 2.6 kcal mol−1 more stable than isomerA, in ex-

cellent agreement with the MP2 energy difference of 2.8 kcalmol−1 while the Dang–Chang,

AMOEBA, and TTM3-F models give relative stabilities of the two isomers very different from
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Figure C17: OO radial distribution function of water atT = 298 K from Monte Carlo simulations

with the DPP2 model and from experiment (Reference299).

the RI–MP2 results (with the TTM3-F model, in fact, predicting isomerB to be more stable).

The CC-pol model predicts a relative stability of 2.5 kcal mol−1 which is also in good agreement

with the MP2 results. As seen from TableC9, the DPP2 model more closely reproduces theab

initio (RI–MP2/AVTZ) three-body energies of the two isomers than do the other model potentials

considered.

C.4.3 Liquid Water

As mentioned in the introduction, a major challenge in forcefield development is to accurately

describe systems ranging from small clusters to the condensed phase. For this reason it is valuable

to test how well the DPP2 model performs for liquid water. To accomplish this we have carried

out Monte Carlo simulations of liquid water atT = 298 K. The resulting OO, OH, and HH radial

distribution functions, shown in FiguresC17–C19, are all in close agreement with experiment.299

The average internal energy per molecule for each of the Dang–Chang, AMOEBA, TTM3-F,

DPP, and DPP2 models and from experiment is tabulated in Table C10. The internal energies for

122



0 1 2 3 4 5 6 7 8 9 10
r
 O-H 

 (Å)

0

1

2

3

g(
r O

-H
)

DPP2
Experiment

Figure C18: OH radial distribution function of water atT = 298 K from Monte Carlo simulations

with the DPP2 model and from experiment (Reference299).
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Figure C19: HH radial distribution function of water atT = 298 K from Monte Carlo simulations

with the DPP2 model and from experiment (Reference299).
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Table C10: The internal energy (kcal mol−1) per molecule of liquid water atT = 298 K.

Method Internal energy

Dang–Chang94 −9.8

AMOEBA107 −9.0

TTM3-F298 −10.7

CC-pol212 −10.9

DPP −10.7

DPP2a −10.1

Expt.256 −9.9
a This work

the Dang–Chang, AMOEBA, TTM3-F, and DPP models are taken from the literature. The average

internal energy per molecule calculated for the DPP2 model is−10.1 kcal mol−1, which is close to

the experimental value of−9.91 kcal mol−1.256 This excellent agreement between theory and ex-

periment, at first sight, is surprising since the DPP2 model,by design, does not include monomer

flexibility, and the simulations neglected nuclear quantumcorrections. However, Manolopoulos

et al. have shown that for many properties monomer flexibility and nuclear quantum effects have

opposing tendencies, with the result that properties calculated from classical simulations with rigid

monomers can be close to those from quantum simulations using flexible monomers.300

As a further test of how well various model potentials are doing at describing the interactions

between water molecules in arrangements important in the liquid, we took twenty dimers and

twenty trimers, selected at random from structures sampledin the DPP2 Monte Carlo simulations

of liquid water, and for each of these clusters calculated the interaction energies using the TTM3-F,

AMOEBA, and DPP2 force-fields and the CCSD(T)/AV5Z method. The RMSD errors for the in-

teraction energies with respect to the CCSD(T) results of this set of dimers are 0.40, 0.60, 0.11, and

0.15 kcal mol−1 for the TTM3-F, AMOEBA, CC-pol and DPP2 force-fields, respectively. In the
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case of the trimers the corresponding RMSD errors are 0.53, 0.68, 0.34, and 0.42 kcal mol−1. (The

CC-pol interaction energies are compared to those from CCSD(T) calculations with the monomers

constrained to the CC-pol monomer geometry.) Thus it is seenthat the CC-pol and DPP2 force

fields are more successful than the TTM3-F or AMOEBA models atdescribing the energetics of

the dimers and the trimers sampled in the Monte Carlo simulations of the liquid, with the CC-pol

model performing slightly better than the DPP2 model.

C.5 CONCLUSION

In this study, we have presented a new force field for water, designated DPP2, which includes

explicit terms for charge-penetration and charge-transfer. The model was parameterized so that

its individual contributions — electrostatics (includingcharge-penetration), induction (including

charge-transfer), dispersion, and exchange-repulsion — closely reproduce, for selected structures

on the water dimer, corresponding results obtained from SAPT and ALMO–EDA calculations.

The model accurately describes the two- and three-body interaction energies as well as the net

interaction energies of both small and large water clusters, both at their equilibrium structures and

at the highly distorted geometries encountered in(H2O)−n clusters.

Comparison is made with the predictions of other recently introduced polarizable force fields

including TTM3-F, CC-pol, and AMOEBA. The DPP2 and CC-pol models are found to be more

successful than the TTM3-F and AMOEBA models at reproducingtheab initio interaction ener-

gies of the various clusters examined. The DPP2 model, by far, is the most successful at describing

the energetics of the water clusters in geometries encountered in(H2O)−6 .

The DPP2 model gives for bulk water radial distribution functions and an internal energy in

excellent agreement with experiment. Examination of dimers and trimers sampled in the finite

temperature Monte Carlo simulations shows that the DPP2 model accurately represents the ener-

gies of these species, as does the CC-pol model.

In future work, we plan to extend the DPP2 model to allow for flexible monomers (i.e., for OH

125



stretching and HOH bending), which will permit it to be used to calculate vibrational spectra and

to address the role of monomer flexibility on cluster and condensed phase systems. The strategy

used to develop the DPP2 force field water should be applicable to other small molecules.
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APPENDIX D

SUPPORTING NUMERICAL DATA

D.1 INTRODUCTION

This appendix is dedicated to providing additional numerical data for the previous chapters.

Included are experimental binding energies for the water–benzene and water–anthracene systems,

timing and computer resources required for the water–acenesystems, and the numerical data used

in Appendix B.

D.2 SUPPORTING INFORMATION FOR THE WATER–ACENE INTERACTIO NS

D.2.1 Experimental data on the water–acene interactions

TableD1 gives a comparison of experimental interaction energies with the calculated interac-

tion energies using the DF–DFT–SAPT, MP2C, and MP2C–F12 methods for water–benzene. As

discussed in Chapter4, all three methods are capable of producing CCSD(T) qualityresults. How-

ever, since the water–benzene geometry used in Chapters3 and4 is a model geometry designed to

mimic the interaction between a water molecule and an infinite graphene sheet, a direct compari-

son between the experimental interaction energy and those presented in Chapters3 and4 cannot
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Table D1: Interaction energies (De, in kcal mol−1) for water–benzene and water–anthracene.

Method Water–benzene

DF–DFT–SAPT −3.29

MP2C −3.10

MP2C–F12 −3.34

Experimenta −3.45±0.09b

−3.26±0.25c

−3.21±0.58d

a Includes a ZPE correction of−1.01 kcal mol−1.
b Reference99
c Reference301
d Reference302

be made.

In order to ensure a direct comparison between theory and experiment, the geometry of the

water–benzene complex was optimized at the MP2/aug-cc-pVDZ level. The vibrational frequen-

cies and the zero-point energy (ZPE) for water–benzene werethen calculated for the optimized

geometry using the harmonic approximation at the MP2/aug-cc-pVDZ level. The theoretically

calculated ZPE was combined with the experimental D0 to give the “experimental” De of water–

benzene. The experimental interaction energies are compared to the DF–DFT–SAPT, MP2C, and

MP2C–F12 interaction energies calculated using the optimized geometries. This set of methods

were shown in Chapter4 to produce near CCSD(T) quality results with the computational expense

greatly reduced, which makes them ideal for comparison withthe experimental interaction ener-

gies. From TableD1, all three methods give interaction energies within the experimental error bars

for water–benzene.
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D.2.2 Timings and computer resources

Table D2 gives the computer resources used in calculating the DF–DFT–SAPT, DF–MP2,

DF–MP2–F12, CCSD(T), and CCSD(T)–F12 interaction energies for the water–acene systems.

Computer resources were provided through the Center for Molecular and Material Simulations

(CMMS) at the University of Pittsburgh. All calculations were run with theMOLPRO2009.1 pro-

gram package, with the exception of the water–nonacene DF–DFT–SAPT energies, which were

run with theMOLPRO2010.1 program package.
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Table D2: Computational resources used (in hours and GB) in the water–acene studies

System Processor Total CPU time Hard disk
DF–DFT–SAPT

Water–benzenea Intel Nehalem 2.66 GHz 8.24 1.84
Water–anthracenea Intel Nehalem 2.66 GHz 21.28 13.44
Water–coroneneb Intel Nehalem 2.66 GHz 36.64 24.48
Water–pentacenea Intel Nehalem 2.66 GHz 231.12 44.55
Water–heptacenea,c Intel Nehalem 2.66 GHz 545.40 104.65
Water–DBCb,c Intel Nehalem 2.66 GHz 403.38 212.09
Water–nonacenea,c Intel X5650 2.67 GHz 452.70 97.06

DF–MP2a

Water–benzene Intel Nehalem 2.66 GHz 0.24 0.37
Water–anthracene Intel Nehalem 2.66 GHz 2.72 1.73
Water–pentacene Intel Nehalem 2.66 GHz 12.12 4.81
Water–heptacene Intel Nehalem 2.66 GHz 37.52 10.08
Water–nonacene Intel Nehalem 2.66 GHz 167.24 16.88

DF–MP2–F12a

Water–benzene Intel Nehalem 2.66 GHz 1.16 14.21
Water–anthracene Intel Nehalem 2.66 GHz 27.60 179.22
Water–pentacene Intel Nehalem 2.66 GHz 115.93 907.88

CCSD(T)a

Water–benzene Intel Nehalem 2.66 GHz 28.80 130.95
Water–anthracene Intel Nehalem 2.66 GHz 766.50 375.15

CCSD(T)–F12d

Water–benzene Intel Nehalem 2.66 GHz 30.56 37.14
Water–anthracene Intel Nehalem 2.66 GHz 836.62 376.89

a aug-cc-pVTZ basis set
b A(2.0)VTZ basis set
c Not including theδ (HF) correction
d cc-pVTZ-F12 basis set
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D.3 NUMERICAL DATA FOR THE WATER HEXAMERS

The TablesD3–D16 tabulates the exact numerical data graphed in FiguresB2–B9 from Ap-

pendix B.

Table D3: Net 2-body interaction energies for the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF −22.78 −22.80 −22.49 −21.68

BLYP −26.61 −26.96 −26.56 −25.14

PBE −37.27 −37.36 −35.65 −32.52

PW91 −41.32 −41.25 −39.21 −35.76

PBE0 −36.88 −36.91 −35.47 −33.00

B3LYP −31.22 −31.47 −30.68 −28.92

MP2 −37.60 −37.57 −35.76 −33.01

CCSD(T) −38.36 −38.15 −36.01 −32.93
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Table D4: 2-body electrostatic interaction energies for the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF −22.78 −22.80 −22.49 −21.68

BLYP −26.61 −26.96 −26.56 −25.14

PBE −37.27 −37.36 −35.65 −32.52

PW91 −41.32 −41.25 −39.21 −35.76

PBE0 −36.88 −36.91 −35.47 −33.00

B3LYP −31.22 −31.47 −30.68 −28.92

MP2 −37.60 −37.57 −35.76 −33.01

CCSD(T) −38.36 −38.15 −36.01 −32.93

Table D5: 2-body exchange-repulsion interaction energiesfor the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF 68.69 69.99 71.54 71.70

BLYP 104.86 105.12 102.97 99.27

PBE 85.64 86.39 86.69 85.68

PW91 83.12 83.95 84.49 83.76

PBE0 79.62 80.60 81.36 80.79

B3LYP 92.70 93.28 92.33 89.88

SAPT 78.98 80.05 80.88 80.03
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Table D6: 2-body induction interaction energies for the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF −20.20 −21.22 −22.36 −22.77

BLYP −30.91 −32.09 −32.71 −32.04

PBE −31.15 −32.21 −32.66 −31.83

PW91 −31.74 −32.80 −33.33 −32.58

PBE0 −26.91 −27.92 −28.61 −28.29

B3LYP −28.02 −29.18 −29.93 −29.52

SAPT −20.96 −21.99 −23.11 −23.32

Table D7: 2-body polarization interaction energies for thewater hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF −11.58 −12.11 −12.79 −13.09

BLYP −12.25 −12.83 −13.49 −13.63

PBE −12.65 −13.23 −13.86 −13.94

PW91 −8.96 −9.70 −10.69 −11.07

PBE0 −12.22 −12.79 −13.44 −13.57

B3LYP −12.03 −12.60 −13.26 −13.43
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Table D8: 2-body charge-transfer interaction energies forthe water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF −7.66 −8.19 −8.75 −9.00

BLYP −17.37 −18.07 −18.15 −17.50

PBE −17.14 −17.86 −17.98 −17.36

PW91 −17.00 −17.74 −17.91 −17.37

PBE0 −13.74 −14.43 −14.76 −14.51

B3LYP −14.50 −15.18 −15.45 −15.11

Table D9: 2-body dispersion interaction energies for the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

BLYP −27.29 −26.84 −24.35 −21.84

PBE −19.74 −19.65 −18.47 −17.16

PW91 −20.25 −20.10 −18.83 −17.37

PBE0 −18.52 −18.47 −17.52 −16.41

B3LYP −23.45 −23.11 −21.06 −18.96

SAPT −24.83 −24.50 −22.71 −20.72
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Table D10: Net 3-body interaction energies for the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF −6.99 −7.10 −7.98 −9.41

BLYP −8.21 −8.19 −9.47 −10.52

PBE −4.84 −4.87 −6.99 −9.75

PW91 −1.77 −2.44 −5.39 −8.26

PBE0 −5.40 −5.68 −7.38 −9.34

B3LYP −7.49 −7.37 −8.65 −10.28

MP2 −6.88 −6.96 −7.94 −9.36

CCSD(T) −6.47 −6.59 −7.75 −9.30

Table D11: 3-body exchange-repulsion interaction energies for the water hexamers (in

kcal mol−1).

Method Prism Cage Book Ring

HF −0.64 −0.44 −0.42 −0.44

BLYP −3.15 −2.94 −2.04 −1.24

PBE 2.34 2.37 1.26 0.05

PW91 5.21 4.87 2.91 1.30

PBE0 1.42 1.27 0.58−0.22

B3LYP −2.33 −2.11 −1.41 −0.70

SAPT −1.66 −1.62 −1.35 −1.13
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Table D12: 3-body induction interaction energies for the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF −5.99 −6.16 −7.20 −8.70

BLYP −7.12 −7.31 −8.42 −9.58

PBE −6.48 −6.60 −7.84 −9.38

PW91 −6.37 −6.66 −7.80 −9.16

PBE0 −6.24 −6.47 −7.67 −8.94

B3LYP −6.81 −6.91 −8.06 −9.44

SAPT −5.29 −5.44 −6.58 −8.23

Table D13: 3-body polarization interaction energies for the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF −5.37 −5.45 −6.37 −7.76

BLYP −5.37 −5.34 −6.16 −7.35

PBE −5.40 −5.38 −6.20 −7.38

PW91 −5.71 −5.67 −6.46 −7.55

PBE0 −5.44 −5.45 −6.29 −7.53

B3LYP −5.40 −5.40 −6.24 −7.49
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Table D14: 3-body charge-transfer interaction energies for the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF −0.99 −1.07 −1.17 −1.19

BLYP −2.20 −2.38 −2.54 −2.48

PBE −2.14 −2.33 −2.52 −2.46

PW91 −2.12 −2.33 −2.50 −2.44

PBE0 −1.78 −1.94 −2.09 −2.06

B3LYP −1.90 −2.05 −2.19 −2.15

Table D15: 3-body dispersion interaction energies for the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

BLYP 2.12 2.04 0.93 0.28

PBE −0.68 −0.59 −0.44 −0.34

PW91 −0.64 −0.64 −0.50 −0.54

PBE0 −0.65 −0.53 −0.30 −0.24

B3LYP 1.63 1.64 0.73 0.00

SAPT 0.79 0.76 0.45 0.16
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Table D16: 4+5+6-body interaction energies for the water hexamers (in kcal mol−1).

Method Prism Cage Book Ring

HF −0.29 −0.25 −0.59 −1.19

BLYP −0.27 −0.36 −0.70 −1.75

PBE −1.07 −1.18 −1.34 −1.69

PW91 −2.38 −2.00 −1.70 −2.30

PBE0 −1.00 −0.87 −1.12 −1.77

B3LYP −0.32 −0.47 −0.85 −1.50

MP2 −0.35 −0.32 −0.68 −1.38

CCSD(T) −0.43 −0.38 −0.73 −1.41
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APPENDIX E

SYMMETRY-ADAPTED PERTURBATION THEORY (SAPT)

E.1 INTRODUCTION

In the current document, extensive use of the symmetry-adapted perturbation theory (SAPT)

method has been made. Our group has found SAPT to be a valuabletool for giving insight into

the various physical components that make up the total interaction energy. In this Appendix, both

the Hartree–Fock based SAPT [SAPT(HF)] and DFT based SAPT (DFT–SAPT) methods will be

briefly outlined. For a more in-depth exposure to SAPT, I refer the reader to References11–13 for

SAPT(HF) and to References2–4 for DFT–SAPT.

E.2 HF BASED SAPT [SAPT(HF)]

The interaction energy between two monomers (A and B) is typically calculated using the

supermolecular method,

EAB
int = EAB −EA −EB, ( E.1)

where EAB is the total energy of the dimer and EA/B is the energy of monomer A/B. While Equation

E.1 is applicable to any electronic structure method, it gives no physical insight into the nature of

the interaction energy. However, since the interaction between two monomers is small, it can be
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treated using perturbation theory. The Hamiltonian of the dimer system will be defined as

HAB = FA +WA +FB +WB +VAB, ( E.2)

where FA/B is the Fock operator for monomer A/B, WA/B is the correlation operator for monomer

A/B, and VAB is the operator describing the interaction between the two monomers. Since W also

tends to be small, an additional perturbation expansion canbe done for monomers A and B. Thus,

the perturbation expansion in SAPT involves three terms — VAB, WA, and WB — which leads to

an interaction energy that can be expressed as a triple sum,

Eint =
∞

∑
n

∞

∑
i

∞

∑
j

E(nij)
pol , ( E.3)

where then, i, and j indices denotes the order in VAB, WA, and WB, respectively. Here, the

zeroth-order wavefunction of the dimer is taken as a productof the unperturbed wavefunctions

of the individual monomersΦAB = ΦAΦB.11,13 The expansion in EquationE.3 is commonly

referred to as the polarization expansion, and hence the subscriptpol in Equation E.3.13,93

The effects of electronic exchange between the two monomer charge densities has been ne-

glected in EquationE.3. In the region of the potential energy minima the two monomercharge

densities overlap, and thus exchange effects become important. Therefore the perturbation ex-

pansion in EquationE.3 needs to be modified to allow for electronic exchange betweenthe two

charge densities. Such a perturbation expansion is said to be symmetry-adapted, and is achieved

by modifying the zeroth-order wavefunction by the application of an antisymmetrizer operator,A ,

which exchanges electrons between the two monomers.11 The zeroth-order wavefunction is now

written asΦAB = A ΦAΦB, and EquationE.3becomes

ESAPT
int =

∞

∑
n

∞

∑
i

∞

∑
j

(

E(nij)
pol +E(nij)

exch

)

, ( E.4)

where E(nij)
pol represents the terms arising from the polarization expansion and E(nij)

exch represents the

terms arising from the application of the antisymmetrizerA . In practice EquationE.4is truncated

atn=2 andi+ j=4, which results in a perturbation expansion that is equivalent to fourth-order many-

body perturbation theory (MBPT4).11,13
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In the subsequent sections, the terms that arise from the expansion in the intermolecular po-

tential, VAB, will be briefly explained. As the terms arising from the correlation terms are rather

complex, they will not be discussed here, and instead I will refer the reader to References11–13

for further details on the intramonomer correlation terms.

E.2.1 Electrostatics

The first order polarization energy is2,72

E(10)
pol = 〈Φ0

AΦ0
B|VAB|Φ0

AΦ0
B〉, ( E.5)

whereΦA/B is the unperturbed wavefunction of monomer A/B. A more physical representation

of E(10)
pol can be obtained by expressing EquationE.5 in terms of the charge densities of monomer

A/B,13

E(10)
pol =

∫ ∫

ρA (r1)
1

r12
ρB (r2)dr1dr2, ( E.6)

where the charge densityρA/B is obtained by integrating over the coordinates of the all electrons in

monomer A/B minus one. From EquationE.6it is easily seen that E(10)
pol represents the interaction

between two charge distributions; thus it is referred to as the electrostatic energy and is written as

E(10)
elst . In the limit of the asymptotic separation, E(10)

elst can be represented as a sum of the interacting

permanent multipole moments.11,13 However in the non-asymptotic region, E(10)
elst also contains

charge-penetration effects,93 which is discussed in Chapters2–4 in connection with the water–

acene interaction energies.

E.2.2 Exchange

The antisymmetrizer operator can be written as

A =
NA!NB!

(NA +NB)!
AAAB(1+P), ( E.7)
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where NA/B is the number of electrons in monomer A/B,AA/B is the antisymmetrizer operator of

monomer A/B, andP is the operator that exchanges electrons between the two monomers. The

exchange operator,P, can be expressed as a series expansion,

P =
∞

∑
i=1

Pi ( E.8)

wherePi interchangesi + 1 electrons between the two monomers (i.e. P1 interchanges two

electrons,P2 interchanges three electronsetc.)13 Truncation of the series in EquationE.8 to Pi

leads to EquationE.9 including overlap (S) terms up toSi+1. The first-order exchange energy,

E(10)
exch, is written as2,13

E(10)
exch=

〈Φ0
AΦ0

B|V −E(10)
elst |PΦ0

AΦ0
B〉

1+ 〈Φ0
AΦ0

B|PΦ0
AΦ0

B〉
( E.9)

whereP is given in EquationE.8.

E.2.3 Induction and Exchange-Induction

The second-order terms in the SAPT expansion contains two contributions: one arising from

single excitations and one arising from double excitations. These contributions are referred to as

the induction and dispersion energy, respectively. The induction energy will be examined first.

Since single excitations can occur on either monomer A or monomer B, the induction energy

can be written as11,13,72

E(2)
ind = E(2)

ind(A → B)+E(2)
ind(B → A), ( E.10)

where E(2)ind(A → B) denotes single excitations on B while A is in the ground state(a similar in-

terpretation can also be made for E(2)
ind(B → A)). E(2)

ind(A → B) is proportional to〈ΦA|Ω2
B|ΦA〉,13

whereΩB is the electrostatic potential arising from the permanent multipole moments on monomer

B (i.e. monomer B is unperturbed). Thus, the induction energy represents the effect of polarization

on one monomervia the static electric field from the permanent multipole moments of the other

monomer.13

The exchange-induction term, E(20)
exch−ind, represents the interchange of electrons between the

two monomers while one monomer is perturbed by the static electric field of the other monomer.
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Similar to E(10)
exch, it involves the exchange operator given in EquationE.8, however the series

expansion is truncated toi = 1.

E.2.4 Dispersion and Exchange-Dispersion

The dispersion energy is the remaining part of the second-order polarization energy, encom-

passing the terms arising from double excitations. Analogous to the MP2 energy,158 the dispersion

energy, E(20)
disp, can be written as4

E(20)
disp =− ∑

a6=0
∑
b6=0

|〈Φa
AΦb

B|VAB|Φa
AΦb

B〉|2
Ea

A −E0
A +Eb

B −E0
B

. ( E.11)

The dispersion energy represents instantaneous fluctuations in the charge distribution on both

monomers13,93 and from EquationE.11, it is seen that the dispersion energy is a pure correlation

effect that would not be present in a Hartree–Fock treatment.13,93 The second-order exchange-

dispersion energy, E(20)
exch−disp, represents the effect of electronic exchange during the mutual polar-

ization of both monomers. Similar to E(20)
exch−ind, the exchange operator in EquationE.8is truncated

to i = 1.

E.2.5 δ (HF)

As mentioned in SectionE.2, the series expansion in EquationE.4 is typically truncated at

second-order in VAB, which results in a complete neglect of third- and higher-order terms. Since

the Hartree–Fock interaction energy can interpreted as being in infinite order in the intermolecular

potential VAB,303 a correction term can be introduced that represents the missing higher-order

terms. The correction term is defined as

δ (HF) = EHF
int −E(10)

elst −E(10)
exch−E(20)

ind −E(20)
exch−ind, ( E.12)

where EHF
int is the Hartree–Fock interaction energy calculated using the supermolecular method

presented in EquationE.1. As dispersion and exchange-dispersion does not appear in the Hartree–

Fock interaction energy, theδ (HF) correction term is interpreted as the effect of third- and higher-

order induction and exchange-induction effects.
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E.3 DFT BASED SAPT (DFT–SAPT)

Despite the successes of SAPT(HF), the calculation of the correlation terms makes it compu-

tationally prohibitive for larger molecular systems. Williams and Chabalowski75 suggested if a

correlated description of the monomers was used, the costlycorrelation terms can be avoided. Due

to computational considerations, Williams and Chabalowski suggested a DFT description of the

monomers would be best suited. While their initial results were rather poor, refinements made by

Heßelmann and Jansen2–4 and Misquittaet al.79 greatly improved on the accuracy of this method,

allowing SAPT to be performed on much larger systems than previously allowed by SAPT(HF).

E.3.1 Electrostatics and Exchange

From EquationE.6, it is seen that E(10)
elst depends only on the electronic densities of the mono-

mers. Since the electronic density is potentially exact within the framework of density functional

theory (DFT) provided that the exact exchange-correlationfunctional is known, E(10)
elst can be calcu-

lated exactly. As the exact exchange-correlation functional is not currently known, an approximate

exchange-correlation functional needs to be chosen. Heßelmann and Jansen,2 and Misquitta and

Szalewicz78 found the PBE076 hybrid exchange-correlation functional best reproduces the first-

order SAPT(HF) electrostatic energy when compared to otherdensity functionals.

The addition of exact exchange in PBE0 is found to be necessary as a pure generalized gradient

approximated (GGA) functional does not accurately reproduce the correct1r asymptotic behavior

of the exact exchange-correlation functional. Despite the25% Hartree–Fock exchange found in

PBE0, the asymptotic behavior of the PBE0 exchange-correlation functional behaves as14r .2 In

order to ensure the correct1
r asymptotic behavior, a fraction of the asymptotically correct LB9480

density functional is added to the PBE0 density functional using the gradient-regulated connec-

tion scheme of Grüninget al.81 The asymptotically corrected PBE0 functional is referred to as

PBE0AC.3

Since EquationE.9depends on the non-local operator product VABP, E(10)
exchrequires one- and

two-electron density matrices304 (as opposed to the one-electron density terms in E(10)
elst ). However,
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as DFT is only able to provide one-electron density matrices,305 the terms involving the two-

electron matrix terms are neglected. Fortunately, the use of a one-electron density matrix is found

to be a good approximation, and E(10)
exch can be calculated with minimal error.2

E.3.2 Induction and Exchange-Induction

Unfortunately, the SAPT(HF) expressions for E(20)
ind and E(20)

exch−ind do not allow for changes

to occur in either the Coulomb or exchange-correlation potential due to induced changes in the

electronic density. By using a coupled-perturbed Kohn–Sham (CPKS) approach, the perturbations

in the electronic density caused by changes to the Coulomb and exchange-correlation potential can

be accounted for through the use of density-density response functions,306 which can then be used

in the calculation of the E(20)
ind and E(20)

exch−ind terms.3 As E(20)
ind depends on density-density response

functions (which in turns depends on the density of the system in the presence of an external

electric field), E(20)
ind can be calculated exactly, provided the exact exchange-correlation potential

is known.307 Analogous to the first-order exchange energy, E(20)
exch−ind depends on the operator

product VABP, which due to it’s non-locality requires density-density response matrices, which

are only a first-order approximation to the exact one- and two-electron density matrices caused by

an external electric field. Therefore, while E(20)
ind is exact within the CPKS framework, E(20)

exch−ind is

only an approximation within CPKS.3

E.3.3 Dispersion and Exchange-Dispersion

Similar to the second-order induction terms, a CPKS approach using density-density response

functions is required for the calculation of the second-order dispersion terms.4,306 Employing

the integral transform of Casimir and Polder,308 Equation E.11 can be written as a function of

density-density response functions,

E(2)
disp ∝ ∑

p≥q
∑
r≥s

∑
t≥u

∑
v≥w

∫ ∞

0
αA

pq,rs(iω)αB
tu,vw(iω)dω, ( E.13)
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where theα(iω) terms are the frequency dependent linear response functions,4

α(iω) ∝ ∑
p

2ωp

ω2+ω2
p
. ( E.14)

In Equation E.14, theωp are the eigenvalues of the product of two Hessian matrices from time-

dependent DFT (TDDFT), which are calculated using the adiabatic local density approximation

(ALDA) 307 for the exchange-correlation kernel. While ALDA is only an approximation to the ex-

act exchange-correlation kernel, has been shown to give dispersion energies in excellent agreement

with SAPT(HF).4,72

E.4 CONCLUSION

SAPT based on a density functional description of the monomers represents a huge savings in

computational effort over conventional SAPT(HF). Furthercomputational savings can be made by

employing the density fitting (DF) approximation (also referred to as the resolution of the identity,

or RI).72,86 The use of density fitting within the DFT–SAPT framework has allowed the explo-

ration of intermolecular systems whose size would have beenprohibitive under the SAPT(HF)

framework due it’s O(N 7) scaling. Recent work on adapting the density fitting approximation to

both the zeroth-order and correlation corrections in SAPT(HF) has also recently emerged,309,310

in addition to an efficient algorithm for evaluating the triple excitation terms found in the cor-

related SAPT(HF) treatment.311 Early results suggest that this is a very promising extension of

the SAPT(HF) framework, with systems as large as the pentacene dimer being studied with these

approximations.
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APPENDIX F

COMMONLY USED ABBREVIATIONS

Table F1: List of commonly used abbreviations

Abbreviation Meaning
ALMO–EDA Absolutely localized molecular orbital energy decomposition analysis
AVDZ Dunning’s aug-cc-pVDZ basis set
AVTZ Dunning’s aug-cc-pVTZ basis set
AVTZ(-f) AVTZ basis set withf functions removed from heavy atoms andd functions from light atoms
AVQZ Dunning’s aug-cc-pVQZ basis set
AV5Z Dunning’s aug-cc-pV5Z basis set
CCSD Coupled cluster using iterative singles and doubles
CCSD(T) Coupled cluster using iterative singles and doubles with perturbative triples
δ (HF) Hartree–Fock correction term for SAPT
DF Density fitting. Identical to resolution of the identity (RI)
DF–DFT–SAPT DFT based SAPT of Heßelmannet al.2–4 with density fitting72

DFT Density functional theory
DFT+D2 Grimme’s second-generation dispersion correctionfor DFT115

DFT+D3 Grimme and co-worker’s third-generation dispersion correction for DFT155

DFT/CC Rubešet al.112,161 coupled cluster correction method for DFT
DFT–SAPT DFT based SAPT of Heßelmannet al.2–4

Disp 2nd–order dispersion interaction
DMA Distributed multipole analysis
DPP Distributed point polarizable model of DeFuscoet al.10

DPP2 second-generation DPP model covered in AppendixC
EDA Energy decomposition analysis
Elst 1st-order electrostatics interaction
Exch 1st-order exchange interaction
Exch-Disp 2nd-order exchange–dispersion interaction
Exch-Ind 2nd-order exchange–induction interaction
FDDS frequency-dependent density susceptibilities
GDMA Gaussian distributed multipole analysis
HF Hartree–Fock
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Ind 2nd-order induction interactions
LMO–EDA Localized molecular orbital energy decompositionanalysis
MP2 Möller–Plesset 2nd–order perturbation theory
MBPTn Many-body perturbation theory through ordern
RI Resolution of the identity. Identical to density fitting (DF).
SAPT Symmetry-adapted perturbation theory
SAPT(DFT) DFT based SAPT of Misquittaet al.77–79

Tr-AVTZ Truncated AVTZ basis set as described in Section3.3
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[126] Jurecka, P.;̌Sponer, J.;̌Cerný, J.; Hobza, P.Phys. Chem. Chem. Phys., 2006, 8, 1985–1993.

[127] Grimme, S.J. Chem. Phys., 2003, 118, 9095–9102.

[128] Antony, J. and Grimme, S.J. Phys. Chem. A, 2007, 111, 4862–4868.

[129] Tkatchenko, A.; Robert A. DiStasio, J.; Head-Gordon,M.; Scheffler, M. J. Chem. Phys.,
2009, 131, 094106.
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